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Abstract  
The proposed deployment of knowledge graphs bridges neu-
ral networks and other forms of data-driven processing with 
traditional strategies such as template-based, slot-filling 
frameworks and controlled-language like restrictions. The 
present approach is based on knowledge graphs enabling the 
role of context-specific dimensions of singular words uttered 
in HCI applications. The cases concern medical and engi-
neering applications and speaker-related / environmental fac-
tors disrupting communication. Paralinguistic features such 
as deictic gestures and other types of implied information not 
uttered / not correctly processed by Speech Recognition con-
stitute an additional parameter in the proposed approach. 

 Accessible Information for Everyone for Indi-
vidual and Social Well-Being    

Heavily data-based state-of-the-art Natural Language Pro-
cessing (NLP) approaches are proposed to include the tar-
gets of making more types of information accessible to more 
types of recipients and user groups and making more types 
of services accessible and user-friendly to more types of user 
groups (Alexandris 2024), contributing both to individual 
and social well-being. In particular, the integration of cus-
tomized written and spoken text output in Human-Computer 
Interaction (HCI) applications for special purposes and/or 
targeted user groups continues to face various challenges 
and is even often discouraged, especially if features such as 
precision, clarity, user friendliness and/or politeness are an 
essential requirement. This is often the case when NLP ap-
plication design is heavily based on big data and, in contrast, 
domain-specific heuristic and rule-based approaches such as 
Controlled Languages (a traditional strategy for text types 
such as technical texts) are less commonly integrated. This 
may impact less experienced user groups and/or users who 
may face difficulties in interacting with a system due to cir-
cumstantial reasons (i.e. fatigue) or due to their physical or 
mental condition. When the use of HCI applications is not 
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supported and not encouraged for Special Text Types and/or 
User Groups, it may result in contributing to the worsening 
of social inequalities in respect to Artificial Intelligence (AI) 
and AI applications. In the case of NLP applications where 
user requirements and data/application customization are of 
particular interest and importance, data may be chosen (or 
data input may be controlled or processed) according to ap-
plication type and user groups, if necessary. Typical cases 
include less-resourced languages, less experienced users, 
and less agile users (Alexandris 2024). Less-resourced lan-
guages may range from natural languages that have slightly 
less resources than languages with the largest amounts of 
resources (such as English) (this is the case of most official 
–standard languages in the European Union) to natural lan-
guages that have very little or no resources. The latter case 
includes widely-spoken languages spoken by large and dy-
namic populations in the developing markets across the 
World. As cited by Ranta et al. 2020: “Data austerity is par-
ticularly important for low-resource languages, which may 
be unlikely ever to have enough data for statistical methods” 
(Ranta et al. 2020). Less experienced users may require 
guidance by the System for an efficient interaction and/or 
correct choice of input. They may also belong to particular 
age groups or social groups (Alexandris 2024). Less agile 
users may be users who face difficulties in interacting with 
a system or application due to factors such fatigue or mental 
state or due to characteristics such as age or some mild form 
of physical impairment (Alexandris  2024). This category 
excludes users with severe physical or mental disabilities re-
quiring specialized approaches, equipment and applications. 

Furthermore, three general categories of recipient / user 
types are distinguished, reflecting recipient knowledge 
and/or user expectations from the System (Alexandris 2020, 
Wiegers and Beatty 2013): Experienced Users (existing 
knowledge, part of profession, culture and/or life style, In-
experienced Users (no/limited knowledge) and Distantiated 
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Users (existing knowledge yet not part of profession, culture 
and/or life style) (Alexandris 2020).  

Speech Interfaces: Combining GenAI and 
Rule-Based Approaches 

Interactive spoken input applications directed towards a 
broad varied user group target to achieve the so-called “Hu-
man-Compatible AI” by ensuring “understandability”, cor-
rectness, appropriateness and efficiency of the terms used 
and often involve reformulation of terms, integration of ad-
ditional, explanatory information in generated processed 
(i.e. translated) spoken texts and/or additional modules in 
the user’s interaction with the Chatbot / Dialogue System. A 
characteristic example targeting to user-friendliness for a 
broad and varied user group are applications such as bank-
ing products, as presented by researchers at IBM more than 
a decade ago (Lewis 2009), where special emphasis is 
placed on the choice of the appropriate terminology and vo-
cabulary, guidelines for using the appropriate expressions 
and sentence structure. These features target to achieve user 
friendliness and the system’s appropriate adaptation to dif-
ferent user behaviors and error recovery, discretely encour-
aging user interaction and by giving the impression that the 
interaction is “moving forward”, not “stalling” due to user / 
system error (Lewis 2009). 
 As with most types of communication, the achievement 
of clarity and precision in compliance to the Maxims of the 
Gricean Cooperative Principle (Grice 1975, Grice 1989) are 
important features both in Machine Translation and in spo-
ken dialogue systems. This is especially important in appli-
cations involving technical texts (i.e. in the airline industry) 
where the traditional employment of Controlled Languages 
ensures the achievement of precision and clarity in system-
output, with the appropriate choice of linguistic features (i.e. 
grammar categories, sentence types, vocabulary-terminol-
ogy) (Lehrndorfer 1996, Wojcik and Holmback 1996, Kuhn 
2014, Fuchs 2021, Marzouk 2021). However, the nature of 
spoken data – especially in situations of urgency and/or 
mental stress, calls for special adaptations to the types of 
Controlled Languages that rely heavily on syntactic compo-
nents and syntax logic (Fuchs 2021).  

Regarding less resourced languages, it is considered that 
a rule-based Grammatical Framework (GF) (Ranta et al. 
2020), Explainable Machine Translation (XMT) and Ex-
plainable Natural Language Processing (NLP) (Ranta et al. 
2020) can solve a variety of existing problems in NLP tasks. 
However, the time and resources needed to construct com-
plete grammars discourages their direct deployment in spo-
ken interfaces of applications that need to be immediately 
developed and used, due to special needs and circumstances. 

Here, we present two types of HCI applications with spo-
ken interaction in personal decision making processes where 

precision, clarity and user friendliness are an essential re-
quirement and may target either Experienced or Inexperi-
enced/ Distantiated Users, along with the factor of less re-
sourced languages and the factor of limited agility due to 
fatigue, weakness, mental state etc. The first case concerns 
Experienced Users in the domain of commercial and mili-
tary aircraft maintenance. The second case concerns Inexpe-
rienced/ Distantiated Users in the domain of medical infor-
mation / chatbots. In the first case, concerning expert 
knowledge, information is more easily recognizable and re-
trievable in instances of errors, missing/implied information 
or disruptions in spoken communication. In the second case, 
no expert knowledge is presumed, in contrary, spoken user-
input is not predicted to include (correct/precise) medical 
terms (if any, at all) and, additionally, system-generated 
medical information and terminology may even be misinter-
preted. These two cases serve as a comparison between user 
types with varying degrees of expert/world knowledge. 
Other potential domains, use-cases and applications may 
give rise to additional parameters and issues. 

Both cases concern spoken interaction that may be pref-
erable over written interaction due to practical issues and/or 
special circumstances. On the other hand, the directness of 
spoken interaction is also connected to situations like ur-
gency that can also be accompanied by complications in 
communication related to factors such as a noisy environ-
ment, (Factor 1: Noise-Signal) or a person’s inability to 
communicate due to physical pain, mental state (Factor 2: 
Physical/Mental Stress) or language barriers (Factor 3: Lan-
guage-Comprehension). In addition, in both cases, parame-
ters regarding speech data are taken into account, namely 
implied information not spoken / not correctly processed by 
Speech Recognition (ASR) (Siegert and Krueger 2021,  
Cohn and Zellou 2021, Du et al. 2023) – especially in mul-
tilingual applications (Zellou and Lahrouchi 2024, Naka-
mura 2009) - and paralinguistic features concerning infor-
mation not uttered. Since the present approach has not been 
implemented and tested in real-life situations in both types 
of applications and user groups, it is considered that any 
method of performance evaluation (by default) includes sets 
of parameters typically used in Speech Recognition (ASR) 
and Spoken Dialogue Systems. These include correct recog-
nition of spoken input (i.e. noisy environment factors), 
speaker-related factors, success-completion of interaction 
and user satisfaction. 

The domain-specific nature of both applications allows a 
domain specific controlled-language like approach within a 
traditional directed-dialog, system-initiative framework 
(Lewis 2009, Jurafsky and Martin 2025), placing special 
emphasis on the role of singular words within the spoken 
utterance. The pivotal role of singular words connected to 
arguments / frame-slots is characteristic in a variety of mul-
tilingual NLP approaches (Jurafsky and Martin 2025), in-
cluding– past research, such as the Universal Words (UWs) 
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of the Universal Networking Language (UNL) of the United 
Nations Research Center (Uchida, Zhu, and Della Senta  
2005). In light of the multiple challenges faced by ap-
proaches targeting to the correct processing and/or transla-
tion both in regard to spoken data and to Controlled Lan-
guages, the role of the singular word in spoken utterances 
allows the by-passing of typical issues / problems encoun-
tered (Alexandris 2023, Jurafsky and Martin 2025) and ac-
counts for unspoken linguistic / paralinguistic information. 

Knowledge Graph – Neural Network Approach  
As presented in previous research (Alexandris 2023, Alex-
andris, Du, and Floros 2022), the deployment of knowledge 
graphs capturing all dimensions of singular spoken words – 
including unspoken linguistic information and information 
of paralinguistic features - is proposed. A finite set of 
knowledge graphs constructed for the specialized domain of 
the application concerned is proposed to serve as initial 
training data. In particular, these features contained in the 
knowledge graphs can be integrated into state-of-the art 
data-driven approaches involving Machine Learning and 
neural networks (Wang, Qiu, and Wang 2021, Mountanto-
nakis and Tzitzikas 2019, Tran and Takashu 2019, Mittal, 
Joshi, and Finin 2017). They can function as training data 
and seed data (i.e. in Graph Neural Networks, Ye et al. 2022) 
in NLP applications, where user requirements and customi-
zation are of particular interest and importance (Alexandris, 
Du, and Floros 2022). This approach is compatible with re-
cent applications where knowledge graphs and neural net-
works are combined to resolve a wide variety of practical 
problems across disciplines and professional domains (i.e. 
Physics, Finance) (Antaris, Rafailidis, and Girdzijauskas 
2021, Yerramsetti and Yerramsetti 2023), even across mul-
tilingual data and applications (Tam et al. 2022). The target 
of by-passing the need of large amounts of labelled data with 
the use of the appropriately modelled knowledge graphs as 
training data, as presented in current approaches, demon-
strates the versatility and potential of the combination of 
knowledge graphs with neural networks (Tam et al. 2022). 
Furthermore, the knowledge graphs deployed, capturing all 
dimensions of singular spoken words (Alexandris 2023) are 
characterized by a small and shallow set of nodes, avoiding 
deep, convoluted structures, resulting to their easier training 
by the chosen models (Antaris, Rafailidis, and Girdzijauskas 
2021, Yerramsetti and Yerramsetti 2023, Tam et al. 2022).  

Contribution to Human-Compatible AI and So-
cially-Responsible AI for Well Being 
The present “one word, one command, on translation” ap-
proach focuses on taking full advantage of the recognition 
and processing of the minimal possible input of utterances, 
in particular, singular words. One of its targets is requiring 
the minimal effort of users-speakers facing challenges or 

disadvantages in communication due to various factors (1). 
These include underlying physical / mental health issues, 
old age, non-native / non-standard language speech pronun-
ciation, current mental state due to stress, fatigue (i.e. from 
driving), physical pain or environmental factors such as 
background noise or problematic speech / network signal. In 
addition, this approach allows the information recognized 
from singular words to be combined with paralinguistic fea-
tures (i.e. prosodic emphasis, gestures) that are informative 
in an in-situ Human-Human communication context, there-
fore, contributing to Human-Compatible AI application 
goals (2). Another target of the present approach is requiring 
the minimal resources for adaptation in other languages, es-
pecially less resourced languages, with the construction of 
small datasets (i.e. translations) in contrast to big data. How-
ever, these datasets can also serve as seed data for possible 
future development and integration in neural network pro-
cessing (3). The proposed approach is not limited to partic-
ular types of software tools / processing techniques: it can 
be implemented with the resources available to the develop-
ers, independently from their location, professional network 
or budget. An additional target of the “one word, one com-
mand, on translation” approach is to account for communi-
cation challenges in speech interfaces of applications where 
safety and security and/or physical and mental well-being 
are of crucial importance (4). Achieving and guaranteeing 
safety and security constitute the foundation of communica-
tion in the domain of Aircraft Maintenance described here. 
Safety and physical/mental well-being are an essential ele-
ment in Medical Chatbots for the broad public, as presented 
here. These features (1-4) are compatible to "Socially Re-
sponsible / Human-Compatible AI for Well-being”.  

Simulating Human Behavior in Aircraft 
Maintenance Training  

Previous research (Chatzipanayiotidis and Alexandris  
2023) focused on the multiple challenges encountered in 
spoken technical texts – and the related decision making 
processes, in particular, the achievement of correctness, 
clarity and precision in the field of commercial and military 
aircraft maintenance and aircraft maintenance training- ed-
ucation, especially for their processing and possible transla-
tion. These applications, concerning technical texts and en-
gineering, also focus in the avoidance of Cognitive Bias (i.e. 
Confidence Bias, Confirmation Bias - Azzopardi 2021, Hil-
bert 2012) by engineers and pilots.  In this case, correctness, 
clarity, and precision are of critical importance for securing 
safety, precision, efficiency and direct deployment and un-
derstandability for non-native speakers and/or translation in 
different languages. In the aircraft industry, the strict, do-
main-specific framework of Controlled Languages is one of 
the typical and traditional approaches for achieving these 
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goals (Lehrndorfer 1996, Wojcik and Holmback 1996, 
Kuhn 2014). Previous research (Chatzipanayiotidis and Al-
exandris 2023) is based on typical practices for processing 
spoken input in monolingual / multilingual applications with 
template-based, slot-filling strategies (Jurafsky and Martin 
2025). Template-based slot-filling frameworks are based on 
the recognition and extraction of word-level speaker intent 
keywords along with their relevant entities/slots in utter-
ances. Various types of strategies have been implemented in 
template-based slot-filling frameworks over the last decade, 
with the most recent approaches combining rule-based 
methods and neural networks. For example, Okur et al. 2019 
have implemented term-frequency and rule-based mapping 
mechanisms from word-level intent keywords extraction to 
utterance-level intent recognition and have improved system 
performance by investigating various neural network (RNN) 
architectures and developed a hierarchical (2-level) model 
to recognize speaker (passenger) intents along with relevant 
entities/slots in utterances. 
 In previous research (Chatzipanayiotidis and Alexandris 
2023), the task-oriented spoken interaction in aircraft 
maintenance and aircraft maintenance training is based on 
Speech act recognition, in combination with the recognition 
of the appropriate word groups. The processing strategy also 
targets to maintain the minimum possible size of the sets in 
keyword recognition, since varying degrees of quality of 
ASR systems across widely implemented and less widely 
implemented natural languages – as well as possible noise 
from the environment, constitute additional, unpredictable 
factors. The strategy employed constitutes a template-based, 
slot-filling framework which is based on keyword recogni-
tion with keywords in the form of tuples (x,y) (Chatzi-
panayiotidis and Alexandris 2023), namely the mandatory 
recognition of two keywords in complimentary relation 
(x,y). According to evaluations performed, this relation is 
observed to ensure the correct identification of speech act 
type and the correct identification of content type in the spo-
ken utterances. The recognition of two keywords in compli-
mentary relation also accounts for cases where speech act 
type and content type coincide or overlap, a possibility in 
some types of commands / utterances for safety regulations 
and alerts (Chatzipanayiotidis and Alexandris 2023).  
 The keywords extracted from the content of each spoken 
utterance are integrated to a finite set of slots, linked to the 
respective Speech Act. For example, the “generic-intent” 
slot of the template-based, slot-filling framework contains 
information types (classes and subclasses) corresponding to 
the intention of the Speaker and the respective Illocutionary 
Speech Act. For example: (flights: (flight schedule), (flight 
tracking)),  (maintenance-task: (aircraft inspection), (fuel-
ing), (cleaning), (aircraft  relocation), (sampling),  (testing), 
(repair), (replacement),  (material   inspection)), (safety 
measures: (safety measures-request)), (resources: (aircraft 
availability), (aircraft location),   (personnel for task), (spare 

part)) ,  (manual-references: (instructions)), (maintenance-
report: (report-request)).  

Typical examples - related utterances are the following: 
• fueling (aircraft, aircraft_part, number) (example: “Fill 

fuel tank in aircraft 2255”), 
• repair (aircraft, aircraft_part, material, number, time) (ex-

ample: “repair damage in aircraft 2255”/  “repair damage 
in fuel tank”), 

• aircraft_inspection (aircraft, place, number, time) (exam-
ple: “inspect aircraft SN 520”/ “inspect fuel tank in air-
craft SN 520”) (Chatzipanayiotidis and Alexandris 2023). 

  

 “Fill fuel tank in aircraft 2255”  “Repair damage 
in aircraft 2255”  “Repair damage in fuel tank” / “ Inspect 
aircraft SN 520” / “ Inspect fuel tank in aircraft SN 520»   

Figure 1: Example of spoken commands for frame slots 
(aircraft, aircraft_part, number), repair (aircraft, air-

craft_part, material ,number, time) and aircraft_inspection 
(aircraft, place, number, time).  

This template-based, slot-filling framework places spe-
cial emphasis on the role of individual words in a task-spe-
cific domain. In other words, the non-language-specific but 
strictly context-specific dimension of a word can also be do-
main-specific. For example, a particular word may imply a 
specific role or action. It may be noted that this allows pos-
sible implementations within a “frame-slot” framework in 
domain-specific HCI / HRI for processing spoken utter-
ances. In this case, the mere utterance of a single word may 
imply a domain-specific type of information consisting a 
complete phrase or sentence – or one or more possible do-
main-specific alternative types of implied information. This 
is of importance in speech applications where the factors 
Noise-Signal (Factor 1), Physical/Mental Stress (Factor 2) 
and/or Language-Comprehension (Factor 3) are involved. 

Since template-based slot-filling frameworks are based 
on the recognition and extraction of word-level speaker in-
tent keywords along with their relevant entities/slots in ut-
terances, the function of these entities/slots in utterances can 
be connected or substituted by nodes of a knowledge graph, 
as described below. This general concept is not dependent 
on the deployment of a particular type of template-based 
slot-filling framework: Choice of implementation may vary 
depending on available tools and system requirements.   
 As proposed in previous research (Alexandris 2023, Al-
exandris, Du, and Floros 2022), context-specific additional 
dimensions of individual spoken words may be described as 
a context-specific information (atmo) “sphere” surrounding 
the spoken word. The concrete meaning – actual semantic 
content of the word (retrievable and processable in Natural 
Language Processing-NLP) is surrounded by two context-
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specific layers, with its context-specific and language-spe-
cific dimensions in the inner layer of the sphere (A) and its 
context-specific and non-language-specific / domain-spe-
cific dimensions in the outer layer of the “sphere” (B) (Al-
exandris 2023). These dimensions are integrated in 
knowledge graphs, with its subsequent use in vectors and 
other forms of training data as dataset for training a neural 
network for NLP tasks. In the knowledge graphs, unspoken 
information is represented by the “Context” relation (Alex-
andris 2023) and by the distinctive nodes it connects.  
 The “sphere” model serves as a means of describing the 
types of context-/-domain specific linguistic and paralin-
guistic information and positioning their distinct relations in 
regard to the concrete meaning – actual semantic content 
(denotation) of a spoken word (constituting the “nucleus” of 
the sphere). In other words, the distinct types of (“Context”) 
relations connecting the nodes in the proposed knowledge 
graphs can be described by the “sphere” model.   
 Although the present approach does not specify one par-
ticular type of implementation for the interaction between 
knowledge graphs and neural networks, it is compatible to 
results involving the construction of knowledge graph mod-
els for neural network training stating that “models with ad-
ditional information, such as node attributes, node types, re-
lationship types, prior knowledge and so on, have better per-
formance.”(Wang, Qiu, and Wang 2021). The present ap-
proach requires extensive testing and evaluation across large 
and varied datasets in order to produce accurate and safe re-
sults. For example, in their research linking knowledge 
graphs and neural networks, Wang, Qiu and Wang, 2021 
have tested the performance of several models (i.e. from 
“older” model ConvE to RotatE and HypER, among others).  

Here, the “Context” relation (Alexandris 2023) connects 
nodes with information types implied by unspoken linguis-
tic or paralinguistic features, co-occurring with the spoken 
word in the utterance. In other words, the “Context” relation 
connected to an individual (spoken) word in a knowledge 
graph can shed light into the possible dimensions of the spo-
ken word (Alexandris 2023), namely unspoken, implied in-
formation of linguistic / paralinguistic nature – especially if 
recent approaches integrating knowledge graphs into spoken 
dialogue systems are taken into account (Deng et al. 2023). 

In the case of (unspoken) domain-specific information 
(namely the outer layer (“B”) of the “sphere”), the “Context: 
W” relation (Alexandris 2023) connects the spoken word 
with the information it implies. In the case of the frame-slot 
framework of the task-oriented spoken interaction in aircraft 
maintenance and aircraft maintenance training, the “Con-
text: W” relation concerns the relations of the information 
in the frame slots. For example, the word “fuel tank” (air-
craft_part /place) is connected to the commands “fueling” 
(i.e. “fill”), “repair” and “aircraft_inspection” (i.e. “in-
spect”) (Fig.2) (Alexandris 2023). In other words, the utter-
ance of the single word “fuel tank” (Fig. 2) is connected to 

a restricted set of information types, within the domain-spe-
cific template-based, slot-filling framework (Fig. 2).  

 

 
  “fuel tank”    “repair “ “repair damage”   “air-

craft SN 520”  “ inspect fuel tank “ 

Figure 2: Knowledge graph fragment for spoken utterance 
“fuel tank” and commands “fill[fuel tank]”, “inspect[fuel 
tank]”,“repair[fuel tank]” (Alexandris 2023) and example 

of one / two word fragments of spoken commands for 
frame slots (Chatzipanayiotidis and Alexandris 2023): (air-
craft, aircraft_part, number), repair (aircraft, aircraft_part, 
material ,number, time) and aircraft_inspection (aircraft, 

place, number, time). 

The domain-specific frame-slot approach transformed 
into knowledge graphs allows a single word (i.e. “fuel tank”) 
to be connected to a small set of possible words – arguments, 
allowing the System to proceed to verification or explana-
tory generated utterances, for example “Repair fuel tank – 
Correct?”, “ Repair fuel tank in which aircraft?” 
 As in the case of the “Context: W” relation, the “Context: 
P” relation concerns the non-language-specific / domain-
specific dimensions in the outer layer of the “sphere” (B) 
and involves the paralinguistic features, co-occurring with 
the spoken word in the utterance. Examples of non-lan-
guage-specific / domain-specific paralinguistic features are 
prosodic emphasis and deictic gestures.  
 A characteristic example of non-language-specific fea-
tures comprising additional dimensions of information con-
tent of words is the case of specific words receiving prosodic 
emphasis within the discourse and/or domain of the spoken 
interaction. Prosodic emphasis may stress (i.e. in urgency) 
and/or clarify the semantic content of the spoken utterance 
in a broad range of interaction types (Alexandris 2020). For 
example, prosodic emphasis on the word “fuel tank” may 
also imply damage or even fire. 

Integration of Deictic Gestures 
Deictic gestures constitute another characteristic example of 
non-language-specific features comprising additional di-
mensions of information content of words.  As in the case of 
prosodic emphasis, deictic gestures may stress and/or clarify 
the semantic content of the spoken utterance in a broad 
range of interaction types (i.e. “fuel tank”, Fig. 3).  For ex-
ample, if the single word “Gas” / “Gas!” is uttered (with or 
without prosodic emphasis) (Alexandris 2023), a deictic 
gesture pointing towards the control panel may either imply 
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the “check gas” or, especially if there is prosodic emphasis, 
“gas is low” (urgency) , whereas a deictic gesture pointing 
towards the tank is more likely to imply “fill gas” (Fig. 4). 
 Additionally, the domain-specific frame-slot approach 
transformed into knowledge graphs, enabling the one-word 
one command possibility facilitates both speech recognition 
(ASR) and, even more so, translation – especially in less-
resourced languages, in machine or human translation. 
 

 
Figure 3: “Fuel tank”: Fragment of knowledge graph for a 
singular spoken word “fuel tank” and context-specific and 
non-language-specific “CONTEXT: W” relation for do-

main-specific information in HCI applications. Word “fuel 
tank” is marked with implied possible information for the 

commands “fill[fuel tank]”, “inspect[fuel tank]”,“re-
pair[fuel tank]”and related frame-slots, along with the par-
alinguistic deictic gesture “point:part-of” (pointing to fuel 

tank) corresponding to the “CONTEXT: P” relation.   

 
Figure 4: “Gas!”: Fragment of knowledge graph for a sin-

gular spoken word “gas” [with prosodic emphasis (Alexan-
dris 2024)] and context-specific and non-language-specific 
“CONTEXT:  W” relation for domain-specific information 

in HCI applications. Word “gas” is marked with implied 
possible information “(the [gas] is) low”, “fill [gas]” and 

“check [gas]”, with the paralinguistic deictic gesture 
“point:ctrl-panel” (pointing to control panel) corresponding 

to “CONTEXT: P” relation.  

Medical Chatbots  
Other applications, beyond the specialized nature of the 
task-oriented spoken interaction in aircraft maintenance and 
aircraft maintenance training, can benefit from the 
knowledge graph based approach where an individual (spo-
ken) word can be connected to unspoken, implied infor-
mation of a linguistic or paralinguistic nature. Applications 

providing medical information towards a broad public – and 
facilitate personal decision-making- can benefit from the 
one-word one command possibility, facilitating both speech 
recognition (ASR) and translation – especially in less-re-
sourced languages, in machine or human translation. 
 A characteristic example of an implemented interactive 
system designed to provide medical information to a general 
public and broader user group is the "ATHENA" system – 
application (Medical Dialog System / Chatbot) - intended as 
a preparatory step for medical appointments and (medical) 
care establishments. (Malonas  2024), where the first stage 
of interaction is verbal. serving as a user friendly welcoming 
stage before the activation of the System’s interactive symp-
tom checker (presenting the user with a set of probabilities 
in relation to the selected symptoms and the corresponding 
condition) and chatbot. A user friendly initial  verbal inter-
action targets to facilitate as many categories of users as pos-
sible, including the most inexperienced, elderly users and 
those who experience temporary interaction difficulties due 
to manual work (i.e. driving) or due to time pressure, stress 
or fatigue (Malonas 2024).  The design of the “ATHENA" 
System is intended to facilitate adaptations to languages 
other than English (i.e. less resourced languages), at least in 
the spoken dialog and interactive symptom checker compo-
nents (i.e. Greek) (Malonas 2024). For the spoken interac-
tion, this is achieved with the restrictive framework of a tra-
ditional directed-dialog approach with a single word answer 
(i.e. “Yes”/”No”) and keyword recognition (Malonas 2024), 
and also with the possibility of further adaptation to a Con-
trolled-Language-like simplified version of spoken interac-
tion for upgrading usability (Fig. 5), avoiding Lexical Bias 
(Trofimova 2014) with choice of appropriate expressions.  
 

 SYS: Hello. This is ATHENA. I am a virtual 
Medical assistant. I will ask you some questions. [Please, tell me,] 
do you feel well?  (Yes/No)  >>> USR: My belly hurts 
SYS:[ KEYWORD: Abdominal pain]. You have belly pain– Cor-
rect?  (Yes/No) >>> USR: Yes: 
SYS: [Confirm KEYWORD: Abdominal pain]. Say “Yes” for 
more information {ATHENA ChatBot}. Say “Stop” if you want 
to stop this conversation. 

Figure 5: Spoken interaction in the “ATHENA” System 
and Medical ChatBot”: Adapted simplified version.  

The above-described features take into account the previ-
ously mentioned complications in communication related to 
factors such as a noisy environment, or a person’s inability 
to communicate due to physical pain, mental state or lan-
guage barriers (Hatim 1997). Here, deictic gestures may 
stress and/or clarify the semantic content of the spoken ut-
terance in a broad range of interaction types. For example, 
if the single word “pain” (Fig. 6 and 7) is uttered (with or 
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without prosodic emphasis), a deictic gesture pointing to-
wards the abdomen has a high probability to imply “part-of-
body”, whereas no deictic gesture may also imply “general” 
(an unspecified physical pain or a general pain all over the 
body) or even “grief” (psychological pain). As another ex-
ample (Fig. 8), for the recognition / utterance of the single 
word “pain”, a deictic gesture pointing towards the throat 
coupled with the registered paralinguistic feature of a cough 
(“cough”), has a high probability to imply “part-of-body” 
and gives information related to possible ailments.  

As in the case of aircraft maintenance (training), the pos-
sibility of processing one single word - with or without the 
recognition of paralinguistic features and related infor-
mation- takes into account the factors Noise-Signal (Factor 
1), Physical/Mental Stress (Factor 2) and/or Language-
Comprehension (Factor 3) and facilitates speech recognition 
and machine / human translation – especially in less-re-
sourced languages.  Unlike the traditional frame-slot frame-
work for spoken interaction, the context-specific nodes of 
knowledge graphs also account for information in prosodic 
emphasis and deictic gestures detected within the context-
specific dimensions (“atmosphere”) of spoken words pre-
sented in previous research. This enables realistic simula-
tions of in situ human interaction and behavior, accounting 
for unspoken information - which can also be related to a 
single spoken word.  

 

 SYS: Hello. This is ATHENA. I am a virtual 
Medical assistant. I will ask you some questions. [Please, tell me,] 
do you feel well?  (Yes/No)  >>> USR: Pain  
[VISUAL INPUT: point: abdomen]  
SYS: [KEYWORD: Abdominal pain]. You have belly pain– Cor-
rect ? (Yes/No) >>> USR: Yes:  
SYS: [Confirm KEYWORD: Abdominal pain]. [Please] Say 
“Yes” for more information {ATHENA ChatBot}. Say “Stop” if 
you want to stop this conversation.  

Figure 6: Spoken interaction in the “ATHENA” System and 
Medical ChatBot”- Adapted version with visual input.   

 
Figure 7: Fragment of knowledge graph for a singular spo-
ken word “pain” (with deictic gesture) and context-specific 
and non-language-specific “CONTEXT:  W” relation for 
domain-specific information. Word “pain” is marked with 
implied possible information “part-of-body [pain]”, “gen-
eral [pain]” and “grief [pain]”. The latter two information 
possibilities are excluded, with the paralinguistic deictic 

gesture “point:abdomen” (pointing to abdomen) corre-
sponding to “CONTEXT: P” relation. 

 
Figure 8: Fragment of knowledge graph for a singular spo-

ken word “pain” (with  deictic gesture) and context-spe-
cific and non-language-specific “CONTEXT:  W” relation 
for domain-specific information. Word “pain” is marked 
with implied possible information “part-of-body [pain]”, 
“general [pain]” and “grief [pain]”. The latter two infor-
mation possibilities are excluded with the paralinguistic 

deictic gesture “point:throat” (pointing to throat) and para-
linguistic prosodic feature “cough”.  

Conclusion and Further Research   
Since knowledge graphs can be adapted into neural net-

works, according to current research work, the presented in-
formation they contain contributes to the enrichment of 
GenAI approaches. The proposed deployment of knowledge 
graphs bridges traditional strategies with GenAI - neural 
networks and other forms of data-driven processing and is 
intended to be tested in a larger and more varied group of 
data for further research and evaluation.  
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