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Abstract

The rapid rise of generative AI (GenAI) has revolution-
ized online communication while simultaneously fueling the
proliferation of AI-generated misinformation. Despite safety
protocols implemented by major GenAI providers, adver-
sarial tactics and unmoderated platforms continue to facil-
itate the unchecked spread of harmful misinformation. Ad-
dressing this growing threat demands scalable, data-driven
solutions. This paper introduces the Capture-Track-Respond
(CTR) framework, which systematically integrates advanced
AI techniques to identify, monitor, and counter misinforma-
tion. The Capture mode minimizes reliance on costly data an-
notation through approaches such as active learning and do-
main adaptation. The Track mode analyzes how misinforma-
tion evolves over time and across networks using time-series
and network analysis, ensuring adaptability to dynamic en-
vironments. The Respond mode combines AI-driven insights
with human expertise to develop precise and efficient coun-
termeasures. By detailing the AI strategies underpinning each
mode, this paper provides a comprehensive roadmap for de-
ploying CTR to combat LLM-generated misinformation at
scale. We aim to foster collaboration among researchers, tech-
nologists, and policymakers to safeguard the integrity of in-
formation ecosystems in the GenAI era.

Introduction
The rise of generative AI (GenAI), powered by large lan-
guage models (LLMs), has rapidly transformed how peo-
ple communicate and consume information. On one hand,
LLMs deliver remarkable advances in natural language pro-
cessing (NLP) tasks, enabling highly accurate translation
(Brants et al. 2007; Zhang, Haddow, and Birch 2023), text
summarization (Zhang et al. 2024), and content creation at
previously unimaginable scales. On the other hand, these
same breakthroughs open new avenues for misuse, partic-
ularly in the realm of misinformation (Skumanich and Kim
2024a; Chen and Shu 2024). When deployed maliciously,
fine-tuned LLMs can produce vast quantities of deceptively
human-like text designed to mislead readers. Recent studies
indicate that such AI-generated misinformation can be even
harder to detect than its human-crafted counterparts, for
both everyday readers and state-of-the-art detection methods
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(Chen and Shu 2023). Furthermore, the ability to automate
every step of the misinformation life cycle, from ideation to
dissemination, amplifies these risks by enabling large-scale
influence campaigns at an unprecedented speed.

In response to these growing challenges, this paper intro-
duces a practical Capture-Track-Respond (CTR) frame-
work that unifies previous research efforts into a compre-
hensive, deployable system capable of addressing misinfor-
mation in near real-time. While many existing techniques
focus on isolated aspects of detection or response, the CTR
framework we propose is designed to systematically inte-
grate and automate them. Specifically, Capture targets the
initial identification of misleading content, such as social
media posts, while Track focuses on monitoring how mis-
information evolves after its initial detection. Finally, Re-
spond relies on human input, supported by AI-driven in-
sights, to correct or counter the spread of false information.

This work draws heavily on lessons learned from the au-
thors’ experience developing misinformation capture sys-
tems during the COVID era (Skumanich and Kim 2024b,c;
Kim and Skumanich 2024). By detailing the essential tech-
nical components for each stage of CTR, our goal is to illus-
trate how data and AI algorithms can be harnessed to create
a scalable real-time misinformation defense system. In do-
ing so, our goal is to bridge the gap between experimental
research and large-scale, practical deployment, moving us
closer to a safer information ecosystem in the age of GenAI.

Sources of LLM-generated Misinformation
A key motivation for a unified framework such as Capture-
Track-Respond (CTR) lies in the sheer volume of online
misinformation. This section briefly categorizes two primary
sources of text-based misinformation produced by LLMs.
Although our focus here is on text, the same principles can
be extended to other data modalities, such as images and
videos, given the emergence of powerful generative models
for these formats (Li et al. 2018, 2019; Ho et al. 2022).

Misinformation from moderated LLM services: Moder-
ated LLM services, such as ChatGPT or other popular com-
mercial LLMs, typically include safeguard measures such
as content filters, policy guidelines, and continuous moni-
toring to prevent harmful or misleading content. However,
these safeguard measures are by no means infallible. De-
spite state-of-the-art safeguard measures, adversarial users
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can often bypass moderation mechanisms through careful
prompt engineering. For example, Chen and Shu (2023)
demonstrates that specific prompt instructions can facilitate
Controllable Misinformation Generation (CMG) with a high
success rate. Moreover, the generated misinformation of-
ten exhibits more deceptive styles than the human-generated
misinformation, making detection challenging for both hu-
man readers and automated detectors. Since these platforms
are widely available and easily accessible, even a partial cir-
cumvention of their safeguards can produce large volumes
of misleading content. For a more detailed analysis of strate-
gies used to generate or detect misinformation in moderated
LLM services, readers may refer to Chen and Shu (2023).

Misinformation from unmoderated LLM service: In con-
trast, unmoderated or open-source LLMs are often deployed
on fringe social networks that either reject or minimize con-
tent moderation (Skumanich and Kim 2024b). Motivated by
concerns about “free speech” or distrust of mainstream plat-
forms, these networks allow users to exploit LLMs to gener-
ate vast amounts of misinformation with few or no guardrails
in place.

Furthermore, unmoderated LLMs can be fine-tuned on
narrowly targeted or biased datasets sourced from these
fringe communities, enabling them to produce content
aligned with extreme ideologies and reinforcing echo cham-
bers. This unrestricted access permits large-scale, highly tar-
geted misinformation campaigns. In some cases, these com-
munities can accelerate the spread of false narratives, as
they are shared among like-minded members eager to em-
brace and circulate ideologically charged information. The
potential for viral misinformation is especially high in these
spaces, given the absence of any policy enforcement system.
Consequently, these platforms can generate or host persua-
sive AI-driven content that remains unchallenged and is of-
ten consumed by the same user base, ultimately undermining
the credibility of online information.

Capture-Track-Respond Framework
Given the sheer volume and coherence of misinformation
that different LLM sources can generate, it is clear that ro-
bust, data-driven methods are essential to confront this in-
creasing societal challenge. However, relying on any sin-
gle algorithm or technique falls short in the real world,
where the topics and formats of misinformation change dy-
namically across multiple online platforms. For example, a
method designed to detect COVID-19 misinformation might
fail to identify newly emerging political conspiracies or fab-
ricated news stories that adopt different linguistic styles, for-
mats, or cultural references.

To address the rapidly shifting nature of online misinfor-
mation at a scale, this paper introduces a unified Capture-
Track-Respond (CTR) framework. This framework incor-
porates machine learning, data mining, and NLP methods
whose seamless integration is designed to scale and adapt to
evolving misinformation trends. Figure 1 provides a high-
level overview of the proposed CTR framework. As we
will outline in subsequent sections, each component in CTR
(Capture, Track, and Respond) targets a specific stage in the
misinformation lifecycle. By doing so, the framework not

Figure 1: A graphical summary of the proposed CTR frame-
work

only detects misinformation as it appears but also monitors
how it evolves and provides actionable insights to humans
or automated systems tasked with countering it. This mul-
tifaceted approach is crucial for keeping pace with the in-
creasingly sophisticated tactics deployed by malicious ac-
tors and the continuous development of new LLM-based
models.

Capture
The Capture mode of the CTR framework focuses on the ini-
tial detection of misinformation from dynamic data flows,
such as social media posts, news articles, or other online
content streams. This step is critical as it serves as the first
line of defense against the spread of misinformation. While
previous works (Shu et al. 2017; Islam et al. 2020; Ab-
dali, Shaham, and Krishnamachari 2024) have proposed var-
ious machine learning algorithms for detecting misinforma-
tion, many fail to account for the rapidly evolving landscape
of misinformation. As new topics, formats, and platforms
emerge, systems that rely on static datasets and the assump-
tions of supervised learning often become outdated and less
effective.

Although supervised approaches perform well in con-
trolled environments, their reliance on human-annotated
data presents significant scalability challenges. The cost and
time required for annotation hinder their ability to keep up
with the rapid generation of misinformation, particularly in
diverse and constantly shifting domains. To address these
limitations, the Capture mode builds upon existing misinfor-
mation detection methods by integrating data-driven tech-
niques aimed at reducing dependence on annotated datasets,

Active learning
A key ingredient for reducing the reliance on annotated
datasets is minimizing the amount of labeled data required
for training. Active learning is a promising technique that
facilitates this by optimizing the cost of detection model



PREPRINT
VERSION 

Do Not 
Distribute

PREPRINT
VERSION 

Do Not 
Distribute

training. It selectively queries the most informative unla-
beled data points for human annotation, reducing the need
for extensive labeled datasets. Rather than requiring a fully
annotated dataset upfront, active learning algorithms itera-
tively identify and request labels for data samples expected
to provide the most significant improvement in model per-
formance (Figure 2). By prioritizing the most uncertain or
representative samples, active learning minimizes the anno-
tation burden while maximizing the model’s effectiveness,
making it an efficient alternative to traditional supervised
learning methods.

Figure 2: A summary of underlying mechanism of active
learning from Kim and Skumanich (2024)

Its use in optimizing annotation processes for misinforma-
tion detection has shown significant potential. For example,
Hasan, Alam, and Adnan (2020) was one of the first studies
in misinformation detection to incorporate an active learn-
ing framework for training a political misinformation detec-
tor. Their findings demonstrated that high detection accuracy
could be achieved with as little as 4% of the dataset anno-
tated for fake news detection. Subsequent works have con-
firmed the effectiveness of active learning in this domain us-
ing various approaches, including convolutional neural net-
works (Bhattacharjee, Talukder, and Balantrapu 2017), large
language models (Folino et al. 2024), and graph neural net-
works (Ren et al. 2020; Barnabò et al. 2023). However, these
studies primarily frame misinformation detection through
the lens of fake news, which represents only a small subset
of the broader misinformation landscape.

As social media increasingly shapes how people consume
and share information, only a limited number of studies have
specifically applied active learning to misinformation detec-
tion in social media contexts. For example, Farinneya et al.
(2021) investigated active learning for rumor detection on
social media, while Kim and Skumanich (2024) proposed
an innovative active learning method for detecting misinfor-
mation in short tweets, demonstrating its effectiveness.

Despite these advancements, existing research has exclu-
sively focused on human-generated misinformation, leaving
significant gaps in understanding whether these approaches
can effectively address LLM-generated misinformation. The
challenge is compounded by the diverse origins and types
of misinformation that LLMs can generate, which intro-
duce new complexities not addressed in prior studies. Con-
sequently, developing and evaluating active learning tech-
niques tailored to LLM-generated misinformation is a cru-

cial first step in minimizing reliance on human annotation, a
critical requirement for the success of the Capture mode in
the CTR framework.

Domain adaptation
While active learning techniques are essential for reducing
the annotation burden, their effectiveness is largely limited
to in-domain misinformation detection. When the source or
content of misinformation changes significantly, a new an-
notated dataset is often required to train additional detection
models. Although active learning can be re-applied in such
cases, this approach introduces delays, as the process of se-
lecting and annotating data in the new domain takes time.
These delays can hinder the timely deployment of detection
models for emerging types of misinformation, reducing the
ability to achieve early detection when it is most critical.

It is important to distinguish domain adaptation from
transfer learning, which is often explored in the context
of multi-modal (Singhal et al. 2020; Liu et al. 2023) or
multi-lingual (Lee and Kim 2022; Ghayoomi and Mousa-
vian 2022; Ozcelik et al. 2023; Hussain et al. 2024) misin-
formation detection. While transfer learning reuses an exist-
ing model by fine-tuning it on a small sample of annotated
data from the new domain, domain adaptation stands apart
by requiring no additional annotations for the target domain.
This key difference makes domain adaptation particularly
valuable for real-world deployment, as it allows the Capture
mode to be implemented immediately when new misinfor-
mation emerges.

In the detection of human-generated misinformation,
techniques such as adversarial training (Ng et al. 2023),
contrastive learning (Yue et al. 2022; Zeng et al. 2024),
and disentangled representation learning (Zhang et al. 2020)
have been widely explored and proven effective. However,
these methods were developed and validated primarily for
human-generated misinformation, leaving their applicability
to LLM-generated misinformation an area of active investi-
gation.

Recent research has begun to address this gap. For in-
stance, Beigi et al. (2024) investigated the use of contrastive
learning for the model attribution task, specifically in the
context of LLM-generated disinformation. While this rep-
resents a promising step forward, the broader application of
domain adaptation techniques in mitigating LLM-generated
misinformation will require further validation. This involves
assessing these methods across diverse definitions of do-
mains, including the specific LLMs used, the sources of
LLM-generated misinformation, the content and context of
the misinformation, and the varying types of misinformation
being propagated.

To effectively address the challenges posed by LLM-
generated misinformation, future research must expand the
scope of these technical methods, ensuring their robustness
and adaptability in handling the unique characteristics of this
rapidly evolving threat.

Track
The effectiveness of the Track module relies heavily on the
volume and diversity of the live data streams from which
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misinformation is believed to originate or propagate. These
sources can range from mainstream social media platforms
to fringe social networks. A key challenge in scaling this
module is securing robust and reliable data interfaces to
these sources. Since the availability of APIs or web crawling
capabilities varies significantly between platforms, signifi-
cant engineering efforts are required to establish and main-
tain access. Additionally, effective data storage and manage-
ment systems are essential to ensure that misinformation ele-
ments identified by the Capture module can be continuously
monitored and analyzed within the Track module.

Tracking misinformation also involves understanding its
evolution across two critical dimensions: temporal and net-
work aspects. Temporal evolution examines how misin-
formation changes over time, revealing patterns such as
shifts in narratives, peaks in activity, and the duration of
influence within communities. Network evolution, on the
other hand, analyzes how misinformation spreads within and
across specific subsets of the population, focusing on prop-
agation speed, dissemination patterns, and the influence of
key users or groups. Together, these perspectives provide a
comprehensive understanding of misinformation dynamics,
enabling the Track module to monitor its progression and
inform targeted interventions.

For instance, Green et al. (2021) conducted hourly trend
time-series analysis on the varying volumes of different
types of misinformation on Twitter, uncovering key patterns
in how misinformation peaks and wanes over short peri-
ods. Similarly, Skumanich and Kim (2024c) and Skumanich
and Kim (2024b) explored changes in hashtag distributions
and keyword streamographs over time, offering insights into
how specific narratives evolve or gain traction (Figure 3).
These studies highlight not only the importance of temporal
analysis but also its potential to uncover previously unno-
ticed trends, such as the coordinated timing of misinforma-
tion campaigns or the cyclical nature of certain narratives.
Temporal analysis, when combined with advanced visual-
ization techniques, can transform vast, noisy datasets into
actionable insights, allowing researchers to identify trends
in real time and predict the trajectory of emerging misinfor-
mation narratives.

In the context of network analysis, Shu, Bernard, and
Liu (2019) provides a detailed classification of different net-
work structures commonly used to detect the dissemination
of misinformation, offering a foundation for understand-
ing how information flows within digital spaces. Building
on these technical insights, empirical studies have demon-
strated the value of network analysis in uncovering the
deeper dynamics of misinformation spread. For example,
Shao et al. (2018) analyzed diffusion networks comprising
two million tweets from the 2016 US Presidential Election,
revealing strong segregation of information. Similarly, Luo,
Cai, and Cui (2021) employed network visualization to ana-
lyze misinformation dissemination on Weibo, while Duzen,
Riveni, and Aktas (2024) visualized community networks
to examine the dynamics of COVID-19 misinformation on
Twitter. These examples showcase the potential of network
analysis to reveal the structural patterns that drive the spread
of false information.

Figure 3: An examples of time-series visualization (Stream-
graph) from Skumanich and Kim (2024b)

Building on these foundational works, LLM-generated
misinformation introduces new complexities but also of-
fers the potential for similarly actionable insights. Sta-
ble, long-term data sources capturing the diverse origins
of LLM-generated misinformation, ranging from different
LLM models, content types, and dissemination platforms,
are critical to realizing this potential. By applying temporal
and network perspectives, researchers can better understand
the evolution of LLM-generated misinformation, quantify
concerns over its rapid propagation, and identify critical in-
tervention points. These insights will not only help confirm
the scale of the threat posed by LLM-generated misinfor-
mation but also enable the development of more effective,
data-driven strategies to mitigate its impact and preserve the
integrity of information ecosystems.

Respond
Once practical and effective data-driven methods are im-
plemented in the Capture and Track modes, the Respond
mode focuses on mitigating the spread of misinformation
and countering already disseminated content. While actual
response activities will inevitably involve human interven-
tion, integrating data-driven methods can significantly en-
hance the efficiency and precision of these efforts. The core
of this integration lies in the concept of human-assisted
AI (HAAI), which combines human intuition and expertise
with the scalability and analytical power of AI. This synergy
allows AI techniques to augment human decision-making by
providing actionable insights and streamlining the response
process.

The adoption of HAAI in misinformation response is par-
ticularly relevant for tasks such as crafting targeted counter-
narratives, prioritizing interventions, and identifying key in-
fluencers within misinformation networks. Techniques such
as keyword extraction (Bae et al. 2021) and keyness analy-
sis (Hardie 2014) enable precise identification of the themes,
phrases, and language styles associated with misinforma-
tion, helping human operators tailor their responses to the
most critical aspects of the issue. For example, keyword ex-
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traction can highlight emerging narratives or repeated pat-
terns across misinformation content, while keyness analysis
can identify distinguishing linguistic features between mis-
information and legitimate information sources (Skumanich
and Kim 2024c).

Beyond these technical methods, HAAI also supports the
development of broader strategies by quantifying the effec-
tiveness of different response techniques. This includes eval-
uating how misinformation dynamics evolve after a counter-
measure is deployed, enabling a feedback loop that refines
future responses. Although trust in AI-driven results is an
ongoing area of research, these techniques can provide valu-
able support by reducing the cognitive load on human oper-
ators, ensuring responses are data-informed, and enhancing
the overall speed and effectiveness of mitigation efforts.

The Respond mode, underpinned by HAAI, serves as
a critical bridge between automated systems and human
oversight. By leveraging AI-driven insights and optimizing
human-AI collaboration, this mode not only mitigates the
immediate effects of misinformation but also builds a foun-
dation for more resilient and adaptive response frameworks
capable of addressing the evolving landscape of LLM-
generated misinformation.

Implication of CTR for Societal Well-being
Misinformation poses a significant threat to societal well-
being by spreading false narratives that erode public trust,
fuel fear, and deepen social divisions. This impact is es-
pecially pronounced during crises, such as public health
emergencies or political events, where misinformation can
exacerbate panic or mislead critical decision-making. The
CTR framework offers a scalable, data-driven solution to
this challenge by systematically addressing the lifecycle of
misinformation. By reducing the prevalence of misinforma-
tion and empowering stakeholders with actionable insights,
the CTR framework fosters a healthier, more informed, and
resilient society that can better navigate the complexities of
the digital age.

Furthermore, it embodies the principles of human-
compatible AI by integrating HAAI within its Respond
mode. Recognizing the irreplaceable value of human exper-
tise and judgment, our framework positions AI as a tool to
augment, rather than supplant, human decision-making. By
maintaining human oversight, our framework ensures that
the decision-making process remains aligned with societal
values, ethical considerations, and cultural sensitivities.

Conclusion
The proliferation of LLM-generated misinformation poses
an unprecedented threat to the integrity of online communi-
cation and societal trust. As generative AI continues to scale
in capability and accessibility, the risks associated with its
misuse grow exponentially, demanding immediate and inno-
vative solutions. This paper introduces the CTR framework
as a systematic and scalable approach to address this critical
challenge. By integrating advanced AI techniques, CTR of-
fers a comprehensive methodology to identify, monitor, and
counter the dynamic nature of misinformation.

The urgency of this challenge cannot be overstated. With-
out immediate and scalable interventions, the continued evo-
lution of LLM-generated misinformation risks eroding pub-
lic trust, deepening social divides, and amplifying harm on a
global scale. Through this work, we aim to inspire the devel-
opment and deployment of proactive, data-driven systems
that not only combat misinformation but also reinforce the
resilience of digital platforms in the GenAI era.
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