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Abstract

Large language models (LLMs) have the potential to trans-
form the synthesis of scientific knowledge. While literature
review sections generated with the assistance of LLMs raise
legitimate concerns due to limitations of the technology, re-
searchers’ interest in automation brings a rare opportunity to
change scientific practice to increase the robustness and re-
producibility of literature review sections. This position paper
proposes a digital object called a reproducible literature re-
view section containing a discourse graph and a bibliography
in a computable format. By leveraging technologies including
query-focused summarization with retrieval-augmented gen-
eration, discourse graphs, and scholarly big data infrastruc-
ture, the reproducible literature review section could address
trust issues with human-generated literature review sections
and LLM-generated text.

Introduction
Literature review is important because it underpins the
progress of science: the synthesis of old facts helps priori-
tize which new facts should be generated. Literature review
comes in different forms (Grant and Booth 2009). The most
familiar form is the (narrative) literature review section (also
called ‘related work’ or ‘background’) in scholarly publica-
tions and grant applications. Another well-known type of lit-
erature review is the systematic review, which synthesizes all
available evidence to answer a given question. Researchers
take extra methodological care when producing systematic
reviews to ensure their quality and avoid biases (Cooper,
Hedges, and Valentine 2019), enabling systematic reviews
to help justify critical decisions, such as in medicine and
public policy. Finally, scholarly big data infrastructure (e.g.,
citation databases, academic knowledge graphs) combined
with modern data analytics have engendered new forms
of research synthesis, such as scientometrics reviews (e.g.,
Tapeh and Naser 2023) and systematic maps (James, Ran-
dall, and Haddaway 2016).

Large language models (LLMs) have the potential to
transform research synthesis once again. In this position pa-
per, we focus on the literature review sections in scholarly
publications and grant applications because they are preva-
lent and LLMs pose an attractive alternative for busy re-
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Figure 1: The reproducible literature review section

searchers preparing them. A recent large-scale survey found
that researchers mention literature review as one of the “ben-
efits/usefulness” of LLMs, although it did not report statis-
tics on the actual degree of integration of LLMs in literature
review writing (Liao et al. 2024).

Literature review sections generated with the assistance
of LLMs raise legitimate concerns due to limitations of
the technology including fabricated references (Walters and
Wilder 2023), inaccurate summarization (Tang et al. 2023)
and socio-technical concerns such as proliferation of low
quality research (Bail 2024) and erasure of intellectual in-
dividuality (Anderson, Shah, and Kreminski 2024). Yet re-
searchers’ interest in automation brings a rare opportunity to
change scientific practice.

This position paper proposes a reproducible literature re-
view section that could address trust issues with both human-
generated literature review sections and LLM-generated text
(Figure 1). We envision the reproducible literature review
section as a digital object comprised of (1) a bibliography
of the references cited in the literature review section in a
computable format (e.g., CSV, BibTeX, RIS) and (2) a dis-
course graph (Chan et al. 2024). Authors would be free to
use LLMs to craft their literature review section, provided
that they submit a reproducible literature review section to
accompany the manuscript for a gatekeeper (such as a peer
reviewer, journal editor, or program officer) to inspect and
verify the resulting literature review section.

Below we first describe trust issues with human-generated
literature review sections and LLM-generated content in
scholarly publications and grant applications. Second, we
review existing technologies that enable a reproducible lit-
erature review section. Third, we consider nondeterminism
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and drifting, two significant challenges for the reproducibil-
ity of research produced with LLMs, and their ramifications
for our proposal. Finally, we describe how the reproducible
literature review section could help build trust.

Trust Issues with Human-generated Literature
Review Sections

The literature review section in a scholarly publication or
grant application meshes objectivity with subjectivity. Ide-
ally, it should be a truthful narrative of what is known. Yet
it must also provide the basis for the work reported or pro-
posed, giving strong incentives for citation cherry-picking
and citation distortions (Greenberg 2009).

The trustworthiness of any literature review depends
heavily upon accurate citations. Yet inaccurate citations are
common. Inaccurately representing the source cited (a phe-
nomenon known as ‘quotation error’) affects 25.4% of med-
ical citations, according to a systematic review and meta-
analysis synthesizing 28 studies (Jergas and Baethge 2015).
Inaccurate citations can have profound impact on science:
a chain of inaccurate citations can convert a hypothesis to
“fact” (Greenberg 2009). Inaccurate citations can impact so-
ciety, too: inaccurate citations to a letter published in the
New England Journal of Medicine in 1980 may have con-
tributed to the opioid crisis (Leung et al. 2017). Therefore
we need accurate citations.

Trust Issues with LLM-generated Content in
Scholarly Publications and Grant Applications
LLM-generated content creates an unprecedented challenge
for readers, reviewers, and editors, who are rightly suspi-
cious because such content frequently contains factual er-
rors (including fabricated references) and can make au-
thors unknowingly infringe upon others’ intellectual prop-
erty (Brainard 2023). The Science journal family initially is-
sued a ban on text or images generated by ChatGPT or other
AI tools (Thorp 2023) but then reverted their strong stance
to a disclosure-based policy.1 Increasingly, journals, confer-
ences, and funders have written policies requiring disclosure
of generative AI usage. Yet disclosure alone cannot address
mistrust toward LLM-generated content since it does not ad-
dress root issues such as questions regarding the content’s
trustworthiness and the level of authors’ active involvement
in the review creation process.

Technologies Enabling a Reproducible
Literature Review Section

Query-focused Summarization (QFS) with Retrieval-
augmented Generation (RAG) LLMs made break-
throughs in the computational task of text summariza-
tion (Goyal, Li, and Durrett 2023; Pu, Gao, and Wan 2023;
Edge et al. 2024). Query-focused summarization (QFS) over
multiple documents (Roy and Kundu 2023) is akin to the hu-
man review process, in which human researchers read sev-

1https://www.science.org/content/page/science-journals-
editorial-policies

eral publications, extract several pieces of relevant informa-
tion, and synthesize these pieces of information into a text
snippet. For instance, authors often need to mention other
solutions to the problem addressed (P) in their literature re-
view section (Teufel 2014). To automatically generate this
snippet, they can prompt a LLM Retrieval-Augmented Gen-
eration (RAG) agent (Skarlinski et al. 2024) to answer: what
are the solutions for P?, based on a folder of publications the
authors select.

Query-focused summarization of scientific publications
(in PDF format) has been realized in PaperQA2 (Skarlinski
et al. 2024), which performs publication search, retrieval,
and summarization. Literature search is not necessary for
our envisioned reproducible literature review system, be-
cause we envision the authors supplying all references. To
confine the answers to a set of publications selected by the
authors, QFS operations need to be coupled with RAG. An
adaption of PaperQA2 would be part of a system that can be
used by (1) authors to generate text snippets from query-
focused summarizations over several specified references
and (2) gatekeepers to verify text snippets.

Discourse graph A discourse graph (Chan et al. 2024) can
be used to explicitly represent the discourse structure of a
literature review section. Figure 2, adapted from Chan et al.
(2024), shows a toy example; a real literature review section
will be more complex.

Figure 2: A discourse graph showing the discourse structure
of a hypothetical literature review section adapted from Fig-
ure 1 of Chan et al. (2024).

A bibliography of the references cited in the literature re-
view section, in a computable format, checked by schol-
arly big data infrastructure A bibliography in a com-
putable format (e.g., CSV, BibTeX, RIS) can be readily pro-
cessed and checked against scholarly big data infrastruc-
ture (Waltman and Larivière 2020) to verify that the cited
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references exist. The bibliography file can also be charac-
terized with descriptive statistics, particularly the bibliog-
raphy’s distribution of publication years, publication types,
and topics (Ye 2023). A gatekeeper with data science skills
can also query data sources (e.g., OpenAlex, Crossref) for
citation networks, author networks, and funding data. A
close-knit author network may reflect a lack of intellectual
diversity, while a network’s over-reliance on industry fund-
ing may imply sponsor bias.

Towards a Standard for Reproducibility
State-of-the-art LLMs are nondeterministic—meaning that
the same instruction generates different outputs at differ-
ent runs—because they use probabilistic random sampling
to generate the next token and run on distributed systems
where it is difficult to coordinate random seeds among dif-
ferent subsystems in order to produce a deterministic out-
put (Blackwell, Barry, and Cohn 2024).2 Nondeterminism
threatens the reproducibility of LLM research (Ouyang et al.
2025; Aronson et al. 2024; Blackwell, Barry, and Cohn
2024; Staudinger et al. 2024). The ramification for our pro-
posal is that even the authors (not to mention gatekeepers)
cannot be guaranteed to regenerate identical text snippets
locally using provenance information stored in the discourse
graph.

Another issue is drifting, which refers to the changing
behavior of LLMs over longer time periods (e.g., days to
months) (Aronson et al. 2024). LLM providers continu-
ously update and deliver their models to users (La Malfa
et al. 2024). Continuous delivery, which is a standard prac-
tice in Software-as-a-Service, creates a serious challenge
for reproducibility when applied to Language-Models-as-a-
Service (La Malfa et al. 2024). The ramification is that even
if authors achieve some sort of reproducibility at the time
of submission, due to drifting, gatekeepers may still observe
variation at the time of peer review.

How can the literature review section be reproducible
when LLMs exhibit nondeterminism and drifting?

Our immediate response is that two text snippets gener-
ated by the LLMs with the same instructions at different
times may not be identical, but they can still convey the same
meaning. The reproducibility is judged based upon whether
replacing one set of text snippets with another maintains the
argument structure of the given discourse graph. For exam-
ple, replacing Text Snippet 1 in Figure 2 with a snippet such
as “no evidence showing bans are effective for combating
antisocial behaviors online” disrupts the argument structure
since the statement no longer supports the author assertion
that “current literature does not agree on whether bans ef-
fectively combat antisocial behavior,” thus making the liter-
ature review section irreproducible.

However, our immediate response is likely insufficient.
Reproducibility in general is a complex issue (McPhillips
et al. 2019), and reproducibility of narrative literature re-
views is understudied because the knowledge-intensive pro-
cess of generating a narrative of existing research has been

2Setting temperature to 0 does not eliminate nondetermin-
ism (Ouyang et al. 2025; Aronson et al. 2024).

difficult to make transparent (Cram, Templier, and Paré
2020). We need to establish a standard for reproducibility
for literature reviews generated with the assistance of LLMs,
one that considers the inherent difficulty of achieving com-
putational repeatability with LLMs. This standard will likely
incorporate a taxonomy of reproducibility so that lower-
level irreproducibility (e.g., variations in text snippets due
to nondeterminism or drifting) will not affect higher-level
reproducibility (e.g., overall argument structure). Cohen et
al. (2018) have proposed such a taxonomy for natural lan-
guage processing research, which can be instructive for us.

Building Trust with the Reproducible
Literature Review Section

Figures 3 and 4 envision how the reproducible literature
review section will function. In the author workflow (Fig-
ure 3), it is important for authors to achieve reproducibil-
ity locally and save proof of reproducibility (i.e., two addi-
tional discourse graphs). The effort paid to reproduce a piece
of text will educate researchers about LLMs’ nondetermin-
istic nature, increasing their caution when using LLMs for
other tasks. In the gatekeeper workflows (Figure 4), the re-
producibility test aims not only at holding authors account-
ability but also at a continuous and distributed assessment of
trustworthiness of LLMs as our research partners, as drifting
will be noticed and recorded. The reproducible literature re-
view section helps address trust issues in the following ways.

Preventing intentional misquotation Gatekeepers can
generate text snippets (such as those shown in Figure 2)
using the provenance provided in the discourse graph, and
this possibility may deter authors from misrepresenting ref-
erences to serve their own interests. However, since LLMs
can still introduce quotation errors, a reproducible literature
review section is still susceptible to quotation errors.

Preventing fabricated references Gatekeepers can verify
the existence of the references using scholarly big data in-
frastructure. Moreover, authors are more likely to verify ref-
erences themselves when they expect their bibliography to
be inspected for fabricated references.

Assessing the author’s level of active participation in
the creation process The discourse graph reflects authors’
participation in crafting the literature review section. The
discourse graph can be used to evaluate the authors’ rigor: A
discourse graph showing evidence for and against author as-
sertions and providing detailed rebuttals has better argument
quality than a discourse graph that merely shows evidence
supporting author assertions. The complexity of their dis-
course graph differentiates authors who carefully considered
the structuring of the section from those who just prompted
the LLM to write the literature review section for them.

Detecting cherry-picked literature The historical prob-
lem of detecting cherry-picked literature may finally be solv-
able. When the pertinent literature is small, query-focused
summarization can provide a global answer over the entire
corpus. When the pertinent literature is large and sampling is



PREPRINT
VERSION 

Do Not 
Distribute

PREPRINT
VERSION 

Do Not 
Distribute

Figure 3: The author workflow

Figure 4: The gatekeeper workflows

required, a gatekeeper can apply query-focused summariza-
tion to several selected samples and verify whether the out-
come is robust against different samples. We note that the
search and retrieval in PaperQA2 is not needed for testing
reproducibility, however, these functions may be very useful
for checking cherry-picking since they allow a gatekeeper
to explore a broader range of references beyond those the
authors provided.

Conclusions
Rarely does a scholarly publication or grant proposal com-
pletely omit a review of the literature. Using LLMs to
write these literature review sections is an attractive alter-
native for busy researchers and possibly already a prac-
tice among the tech-savvy. Literature review sections gen-
erated with the assistance of LLMs raise legitimate con-
cerns, but we see a rare opportunity for improving liter-
ature reviews, leveraging researchers’ interest in their au-
tomation. We propose a digital object called a reproducible
literature review section containing (1) a bibliography of the
references cited in the literature review section in a com-
putable format and (2) a discourse graph. Authors should
be free to use LLMs to craft their literature review sec-
tion provided that they submit a digital object that helps
gatekeepers inspect and verify the resulting literature re-
view section. Future work should develop a reproducibil-
ity standard for literature review sections generated with the

assistance of LLMs; rather than computational repeatabil-
ity the standard will consider argument-level reproducibil-
ity. The reproducible literature review section leverages ex-
isting technologies including query-focused summarization
with retrieval-augmented generation, discourse graphs, and
scholarly big data infrastructure. It could address trust is-
sues with human-generated literature reviews and LLM-
generated text.
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