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Abstract
Geospatial question answering (QA) challenges large lan-
guage models (LLMs) in reasoning about geospatial relation-
ships. This paper presents a hybrid framework that integrates
LLMs with Wikidata for fact verification and retrieval, en-
hancing their geospatial reasoning capabilities. The frame-
work generates facts, verifies them against Wikidata, and uses
validated knowledge for use in a Retrieval-Augmented Gen-
eration (RAG) pipeline. Experimental results demonstrate
that this approach outperforms zero-shot prompting for all
tested models, including GPT-3.5-turbo-0125, Llama-3-8b,
and Qwen-2.5-14b, showcasing its effectiveness in improv-
ing geospatial QA accuracy.

Introduction
The advent of large language models (LLMs) has led to
widespread experimentation with these models across var-
ious tasks. These models exhibit several strengths, such as
the ability to provide reasonable answers to a wide range of
questions and applications (Sartori and Orrù 2023; Shojaee-
Mend et al. 2024). However, they also have notable draw-
backs. One significant issue is their tendency to generate
false or misleading information, a phenomenon known as
hallucination. Additionally, even when provided with accu-
rate information, LLMs often struggle with logical reason-
ing, which can result in misleading conclusions and incor-
rect answers (Liu, Sheng, and Hu 2024; Chen and Shu 2023;
Jiang et al. 2024).

To address these challenges, developing LLMs frame-
works with reduced hallucination is crucial. One effective
approach to achieving this is through rigorous fact verifi-
cation. By ensuring the accuracy of the information gener-
ated, we can enhance the reliability of these models, making
them more suitable for important applications. Moreover,
end users require outputs that are not only accurate but also
trustworthy. One possible way to address this issue is the im-
plementation of strong fact verification mechanisms within
LLMs.

Knowledge graphs (KG) are structured representations of
knowledge that connect entities through meaningful rela-
tionships and one way to reduce hallucination is to inte-
grate KGs with LLMs for fact verification (Ehrlinger and
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Wöß 2016). By mitigating hallucinations and ensuring that
the generated information is fact-checked, we can signifi-
cantly improve the utility and safety of LLMs in various do-
mains. This approach will help in building user confidence
and ensuring that these models can be relied upon for critical
decision-making processes.

Hallucinations can be categorized into two main types:
factuality hallucinations and faithfulness hallucinations.
Each type includes several sub-types, such as factual in-
consistency, factual fabrication, and logical inconsistency
(Huang et al. 2023). These hallucinations pose a significant
challenge to fact verification in LLMs, as they are prone to
generating outdated facts. Moreover, LLMs often produce
fluent and authoritative-sounding text, which makes it diffi-
cult to identify when hallucinations occur, and factually in-
correct or fabricated information can blend seamlessly with
accurate content (Huang et al. 2023; Tyen et al. 2023). The
challenge is further worsened by the absence of robust au-
tomated mechanisms for real-time fact-checking; LLMs are
not inherently equipped to cross-reference their outputs with
reliable sources or databases. While human oversight can
address accuracy issues, it is resource-intensive, costly, and
impractical for large datasets or real-time interactions, mak-
ing scalability a major obstacle (Bowman et al. 2022). Ad-
dressing these issues requires innovations in data integra-
tion and scalable fact-verification solutions that effectively
combine AI-driven tools with human expertise. A critical
component of such solutions is the integration of external
knowledge sources for real-time fact-checking, which en-
ables LLMs to provide accurate and up-to-date information.

Considering the challenges and methods discussed,
understanding geospatial reasoning is crucial for many
question-answering tasks, especially those related to loca-
tions, distances, or boundaries, which play an important role
when a disaster strikes or in any situation requiring urgent
intervention. Determining which states or regions are geo-
graphically closest to the affected area is essential. Despite
their generative capabilities, current LLMs often fail to rea-
son accurately about such spatial concepts, leading to errors
or hallucinations in their outputs. To address this limitation,
we propose a framework that integrates a fact verification
approach with the retrieval-augmented generation (RAG)
technique to enhance the accuracy and reliability of LLM
outputs in the geospatial QA reasoning task. In geospatial
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QA, LLMs often struggle to reason about latitude and lon-
gitude comparisons, even when they inherently possess rel-
evant knowledge. To address this, we propose a method that
involves the following steps: first, extract the facts generated
by the LLM for answering a question, structured as triples.
Next, identify the corresponding entity ID and property ID
from Wikidata, and use these to create a SPARQL query
to retrieve accurate information. Finally, compare the LLM-
generated facts with the retrieved data from Wikidata. If they
match, the facts are considered verified and stored in a vec-
tor database. These verified facts can then be utilized in an
RAG pipeline to enhance geospatial reasoning in QA tasks.

The remainder of this paper is organized as follows: Sec-
tion 2 reviews related work on hallucination reduction and
fact verification in LLMs. Section 3 details our proposed
methodology, including the integration of Wikidata, the ver-
ification pipeline, and the use of RAG. Section 4 presents
experimental results. Finally, Section 5 concludes the paper
and outlines future directions.

Related Work
Recent research to enhance hallucination mitigation in
QA systems has emphasized the integration of knowledge
graphs to ensure accurate and reliable outputs. In (Liu et al.
2024), the GraphEval framework is proposed for evaluat-
ing the factuality of LLMs using declarative fact sentences
from DBpedia. Their method involves generating templates
for fact triples, creating negative samples, and querying
LLMs for each fact to classify it as ”True”, ”False”, or ”I
don’t know”, and then, they train a judge model to evalu-
ate the factuality of the entire knowledge graph (KG). Kim
et al. proposes KG-GPT, a framework integrating KGs with
LLMs for tasks like fact verification and question answer-
ing. It segments claims into triples, retrieves relevant sub-
graphs, and infers logical conclusions (Kim et al. 2023).
Adam and Kliegr introduces a method for statement veri-
fication in KGs, to do so, they proposed a zero-shot prompt-
ing method using GPT to validate triples against text snip-
pets from grounding documents (Adam and Kliegr 2024).
Wang et al. proposes a fine-grained framework for verify-
ing LLM-generated content, focusing on open and closed
questions. It involves splitting responses into sentences, de-
contextualizing them, and identifying check-worthy claims,
and for each claim, it generates search queries, retrieves the
top five evidence snippets via Google, and determines the
stance of the evidence based on the majority votes, then cor-
rect claims are merged and compared with references (Wang
et al. 2023). On the other hand, RAG techniques are also
used for reducing hallucination. For example, Li, Yuan, and
Zhang explores improving the factual accuracy of an LLM
for domain-specific and time-sensitive queries using a RAG
system (Li, Yuan, and Zhang 2024). LLM-AUGMENTER, a
framework to improve the factual accuracy of LLMs is pro-
posed based on integrating external knowledge (Peng et al.
2023). The authors in (Vu et al. 2023) introduce a few-shot
in-context learning method that retrieves and integrates rel-
evant information into the LLM prompts which reduces hal-
lucination in the QA task. Zhao et al. Zhao et al. propose a
method to improve the factual accuracy of LLMs by edit-

ing their reasoning chains using external knowledge (Zhao
et al. 2023). There are some works related to geographical
QA with LLMs and explore the integration of Large Lan-
guage Models (LLMs) with geospatial tasks (Manvi et al.
2023; Zhang et al. 2023). In (Feng, Ding, and Xiao 2023),
the authors introduced GeoQAMap, a system that converts
natural language questions into SPARQL queries to retrieve
geospatial information from Wikidata. The retrieved data is
then used to create interactive maps, providing visual an-
swers to the questions. Mooney et al. provided an evalua-
tion of ChatGPT performance in geospatial and GIS skills
(Mooney et al. 2023).

Method
This study proposes an approach to enhance geospatial
question answering by integrating large language models
with knowledge from Wikidata. The method is designed to
address the limitations of LLMs in reasoning by introducing
a fact-verification mechanism and leveraging Wikidata. The
proposed method is illustrated in Figure 1. This approach
uses three different LLMs that are efficient with minimal
resources while still performing well on general tasks. It
begins with generating facts for each input in the form of
triples, which are then linked to Wikidata by assigning en-
tity and property IDs using GPT-4o. A predefined SPARQL
query is then used to retrieve relevant information from
Wikidata. Next, the retrieved information is verified against
the generated facts, a step that is also handled by GPT-4o.
Finally, verified facts are incorporated into a RAG pipeline
to assess the performance of selected LLMs. Using RAG
helps by retrieving location coordinates (longitude and
latitude) within the LLM’s context, improving accuracy.
GPT-4o is specifically used to map entities/properties and
compare retrieved and generated facts because it is different
from the models being evaluated while still delivering
reliable performance.
The following subsections elaborate on the key com-
ponents of the proposed framework. To illustrate, we
will go through each step of the process and provide the
corresponding output at each stage using a running example.

Question: Which of these states is the farthest north?
Choices: [West Virginia, Louisiana, Arizona, Oklahoma]

Fact Generation by LLMs
This step is marked as (1) in Figure 1, three LLMs are used:
GPT-3.5-turbo-0125, Llama-3-8b, and Qwen 2.5-14b. Each
model is tasked with two objectives: 1- Provide an answer to
the question using zero-shot prompting, which is chosen as
the simplest and initial approach. 2- Generate the necessary
facts to answer the question, formatted as triples in the for-
mat of Predicate(Subject, Object). The prompts used in this
step are outlined below.

Mapping Entities and Properties to Wikidata
In this step, marked as (2) in the Figure 1, the GPT-4o model
is specifically chosen because it differs from the models used
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Figure 1: Proposed Method

Prompt for Getting the Answer
Provide the answer to the question based on the position of
the correct choice. The answer should be given as 0, 1, 2, or
3. For example, if the choices are [A, B, C, D], then if A is
the answer you should provide 0, if B is the answer provide
1, if C is the answer provide 2, and then if D is the answer
provide 3 as the answer. Provide the answer in the form of
Answer: index number of the choice. Now provide the
answer for: {question}, choices: {choices}
The sample output for this prompt is: ”The correct answer
is 2. Arizona is the state farthest north among the given
options.”

Prompt for Generating Supporting Facts to Answer the
Question
Generate facts for each choice in the list of choices that help
answer this question in the form of triples like
Predicate(Subject, Object) like hasBirthPlace(Bill,
Paris):{question}, choices:{choices}

The sample output for this prompt is: "facts":
"hasLatitude(Oklahoma, 35.5000)
hasLatitude(Arizona, 33.2000)
hasLatitude(Louisiana, 30.0000)
hasLatitude(West Virginia, 39.2000)"

for evaluation while still delivering reasonable performance
compared to other LLMs. In this step, for each fact gener-
ated by the LLM, GPT-4o is prompted to provide the corre-
sponding entity ID and property ID of the fact in Wikidata.
The prompt used for this task is as follows:

Given the following triple, identify a suitable EntityID and
PropertyID from Wikidata for this triple. The format should
be like EntityID: Q100, and PropertyID: P65. {triple}

SPARQL Query over Wikidata and Execution
In this step, marked as (3) in Figure 1, a function is imple-
mented to execute pre-defined SPARQL query over Wiki-
data (via its query service), which is a multilingual, col-

laborative knowledge base offering structured data for hu-
mans and machines. In the semantic web, Wikidata serves
as a vast, community-driven graph of interconnected enti-
ties, providing a free, shared source of data that is easily
reusable and integrable. Each item in this knowledge base
is assigned a unique identifier called a QID and represents a
topic, concept, or object, with properties and values linking
them to form statements. Thus, this function is called with
the input generated from the previous step (Entity ID and
Property ID). The query output provides the actual informa-
tion retrieved from Wikidata, which is then utilized in the
next step. The SPARQL query template is illustrated below:

The SPARQL Query:
SELECT ?propertyLabel ?valueLabel

WHERE {
wd:{entity id} wdt:{property id}

?value.
SERVICE wikibase:label {

bd:serviceParam wikibase:language
"[AUTO LANGUAGE],en". }
}

When making a query to Wikidata, the result will depend
on the query’s outcome:
1- If the query retrieves information:
The output displays the retrieved information. For instance,
if the triple is ”hasLatitude(Ohio, 40.02)”, querying with
the provided property ID and entity ID yields a result like:
”Point(-82.5 40.5)”.
2- If the query does not retrieve any information:
The output displays ”No results found for property
{Property ID} and entity {Entity ID}”.

Fact Verification
This step, marked as (4) in Figure 1, involves using GPT-4o
to verify the alignment between the facts generated by the
LLMs and the information retrieved from Wikidata. GPT-
4o checks whether the two sources point to the same infor-
mation, determining if the generated fact can be considered
verified. The prompt used for this verification process is as
follows:

If the output of this step is True, the fact is considered
verified; otherwise, it is considered unverified.

RAG for QA
This step, marked as (5) in Figure 1, represents the retrieval
component. Verified facts from the previous step are stored
in a vector database, with ChromaDB1 used for this pur-
pose. LangChain2 is employed as the framework to manage
retrieval and augmentation processes. Embeddings for both
documents and queries are generated using Hugging Face’s
pre-trained model ”all-MiniLM-L6-v2”3.

1https://www.trychroma.com/
2https://www.langchain.com/
3https://huggingface.co/sentence-transformers/all-MiniLM-

L6-v2
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”We have two pieces of information, and we want to
determine if they refer to the same thing. For example,
hasLatitude(West Virginia, 39.0) and Point(-79.0, 37.5)
could represent the same concept, as the latitude of West
Virginia covers a range that includes both 37.5 and 39.0. The
provided triple should read as West Virginia hasLatitude
39.0. Generate the output as either True or False: first
information: {generated fact by the LLM} second
information: {retrieved info by Wikidata}
The sample output for this prompt is: The first piece of
information is ”hasLatitude(Oklahoma, 35.5000)”, which
means the latitude 35.5 is within the range of Oklahoma’s
latitude. - The second piece of information is ”Point(-98.0
35.5)”, which indicates a point with a longitude of -98.0 and
a latitude of 35.5. Since: - The latitude 35.5 is within
Oklahoma’s latitude range. Both pieces of information are
consistent with a location within Oklahoma. Therefore, the
output is: True

QA in the RAG Pipeline

This step, marked as (6) in Figure 1, involves performing
zero-shot QA within the RAG pipeline, similar to Step 1.
The same prompt used for generating answers in Step 1 is
applied here as well. This step is crucial for evaluating the
performance of the framework. The LLMs used, as in Step
(1), are GPT-3.5, Llama-3-8b, and Qwen-2.5-14b.

The sample output for this prompt is: answer: West
Virginia explanation: The latitude of West Virginia is
39.2000, which is the highest among the given options.

Experimental Settings
The details of the framework were described in the previous
section. This section focuses on the dataset and the general
experimental setup used for the experiments.

Data

The dataset used in this study is a subset of questions
from the ScienceQA dataset (Lu et al. 2022), available on
HuggingFace4. We specifically selected questions related to
geospatial reasoning, focusing on comparisons of states’ lat-
itudes and longitudes.

After filtering for geospatial reasoning questions, we
identified a total of 400 questions for this purpose. Geospa-
tial reasoning tasks are particularly challenging for LLMs as
they often struggle with logical reasoning in such contexts.

Although the ScienceQA dataset is multimodal, this work
focuses on text-based geospatial reasoning, disregarding the
images.

In the below box, two sample outputs generated by
the Llama-3-8b model for the above question are shown,
demonstrating its struggles with logical reasoning.

4https://huggingface.co/datasets/derek-thomas/ScienceQA

First Output:
Arizona is the farthest north. Arizona is located at a
latitude of approximately 33.5°N, which makes it the farthest
north among the given options. West Virginia is located at a
latitude of approximately 38.4°N, Louisiana at
approximately 30.5°N, and Oklahoma at approximately
35.5°N.

Second Output:
The state that is the farthest north is Oklahoma. It is
located at approximately 36.5°N latitude, which is the
highest latitude among the four options. West Virginia is
located at approximately 38.5°N latitude, Louisiana is
located at approximately 30.5°N latitude, and Arizona is
located at approximately 34.5°N latitude. Therefore,
Oklahoma is the state that is farthest north.

Experimental Setup
The experiments with open-source LLMs were conducted
on a single A100 GPU, with the temperature set to zero
for all runs. For open-source LLMs, we used half-precision
floating-point computations to improve memory efficiency.

Results
This section presents the experimental results to evaluate the
effectiveness of the proposed method. We compare the per-
formance of the hybrid approach, which integrates LLMs
with Wikidata, against baseline zero-shot prompting for
geospatial question answering. The results highlight the im-
pact of fact verification and retrieval on improving accuracy
across all tested models, including GPT-3.5, Llama-3-8b,
and Qwen-2.5-14b. The performance of the proposed frame-
work is evaluated using the accuracy metric, which measures
the percentage of correctly answered questions, and the re-
sults are shown in Table 1.

Model Accuracy
GPT-3.5-zero shot 76%
GPT-3.5-proposed 91%
Llama-3-8b-zero shot 57%
Llama-3-8b-proposed 76.5%
Qwen-2.5-14b-zero shot 89%
Qwen-2.5-14b-proposed 91.5%

Table 1: Comparison of accuracy between baseline and pro-
posed method for different models.

In a separate evaluation, we assess each LLM to deter-
mine how many of its generated facts are verifiable using
Wikidata. Some examples of the verified and unverified facts
are shown in Table 2. For this analysis, we create a set of
unique generated facts by removing duplicates, and the find-
ings are summarized in Table 3. Based on the results in Ta-
ble 3, 58.7% of the facts generated by GPT-3.5 are verifiable
with Wikidata, and this percentage is 51.5% for Llama-3-8b
and 47% for Qwen-2.5-14b. Some facts are marked as un-
verified not because they are false, but because no suitable
property was found for them during the mapping step. This
means that, in some cases, the triples generated by LLMs



PREPRINT
VERSION 

Do Not 
Distribute

PREPRINT
VERSION 

Do Not 
Distribute

Model Generated Fact Retrieved Info by Wikidata Verified/Unverified
GPT-3.5 isSouthOf(West Virginia, Louisiana) None Unverified
GPT-3.5 hasLongitude(Connecticut, -72.68) Point(-72.7 41.6) Verified
Llama-3-8b isFarthestSouth(Wyoming, yes) None Unverified
Llama-3-8b hasLatitude(South Carolina, 34.0) Point(33.8 -81.1) Verified
Qwen-2.5-14b hasEasternMostBorder(Montana, Idaho) North Dakota Unverified
Qwen-2.5-14b hasCapitalCity(Louisiana, Baton Rouge) Baton Rouge Verified

Table 2: Examples of facts generated by LLMs and statements retrieved from Wikidata

Model # Verified Facts # Unverified Facts
GPT-3.5 88 62
Llama-3-8b 69 65
Qwen-2.5-14b 127 143

Table 3: The number of verified and unverified facts for each
model

have predicates that don’t match any existing property of
Wikidata.

Considering all the results provided in the tables, it can be
concluded that the proposed method is effective across all
models, as its accuracy consistently improves the baseline
accuracy for each model. This shows that the proposed ap-
proach improves task performance regardless of the under-
lying model architecture, emphasizing its general effective-
ness. The degree of improvement in accuracy varies across
the models, which can be referred to as architectural dif-
ferences, such as the number of layers, parameter counts,
and training strategies. For example, Qwen-2.5-14b, being a
significantly larger model than Llama-3.8b in terms of lay-
ers, parameters, etc. achieves higher accuracy, although it
already performs well in the baseline setup due to its in-
herent capacity. Also, the number of unverified facts pro-
duced by GPT-3.5 is notably lower than that of Qwen and
Llama, showing that GPT-3.5 generates outputs that are
more aligned with the requested format and are easier to ver-
ify.

Conclusion and Future Work
In this paper, we proposed a hybrid framework to improve
geospatial question answering by integrating LLMs with
structured knowledge from Wikidata. The framework com-
bines fact generation, verification, and retrieval to enhance
the accuracy and reliability of LLMs in reasoning about
geospatial relationships. By leveraging Wikidata for fact
verification and a RAG pipeline, the approach addresses key
limitations of LLMs in handling geospatial reasoning tasks.
Experimental results demonstrated that the proposed frame-
work outperforms zero-shot prompting for all tested mod-
els, including GPT-3.5, Llama-3-8b, and Qwen-2.5-14b, un-
derscoring the effectiveness of integrating LLMs with ex-
ternal knowledge sources in the zero-shot manner. While
the proposed framework demonstrates significant improve-
ments in geospatial QA accuracy, it is the first step towards
improving zero-shot geospatial QA, and further exploration
of complementary approaches such as few-shot prompting,

chain-of-thought reasoning (CoT), fine-tuning remains un-
explored. Besides, there are still several promising directions
for future work, such as focusing on developing methods
tailored to handle complex, multi-step geospatial reasoning
tasks that go beyond simple fact retrieval, integrating more
knowledge graphs or domain-specific databases, and opti-
mizing the retrieval and verification processes, to accommo-
date larger datasets and better models. In other words, future
research could explore broader types of geospatial reason-
ing beyond simple coordinate comparisons and incorporate
diverse external sources to enhance fact retrieval.
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