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Abstract

Large-Language Models (LLMs) are rapidly emerging as
transformative tools across diverse domains, leveraging ex-
tensive training on vast and heterogeneous datasets to capture
nuanced knowledge and transcend traditional boundaries of
understanding. In the medical domain, LLMs hold immense
potential to revolutionize clinical workflows by enhancing
the efficiency of medical practitioners and alleviating their
workload. However, a critical gap exists between the theo-
retical capabilities of LLMs and their practical deployment
in resource-constrained environments, such as edge devices
(e.g., health monitors) commonly used in healthcare settings.
This paper addresses this challenge by employing parameter-
efficient fine-tuning (PEFT) techniques to adapt widely avail-
able advanced LLMs for medical applications while com-
paring their resource efficiency and performance. The mod-
els are fine-tuned on structured medical question answering
datasets, and their outputs are evaluated using BERTScore
and USEScore metrics. Among the models tested, Mistral
v0.3 demonstrated the best performance based on both met-
rics, while also exhibiting promise for resource efficiency.
These findings provide a vital foundation for selecting and
optimizing LLMs for healthcare tasks, offering actionable in-
sights for developing resource-efficient and scalable solutions
that are well-suited for deployment on edge devices in real-
world medical environments.

Introduction
In recent years, Large-Language Models (LLMs) have in-
creasingly demonstrated their ability to interact with humans
in a manner that is both coherent and contextually appropri-
ate. When posed with a question, LLMs can interpret the
context and generate a response that aligns with the intent
and content of the inquiry. One of the remarkable features
of LLMs is their ability to provide answers even to ques-
tions they have never encountered before, leveraging their
extensive training on contextually similar data. This capa-
bility underscores the importance of training LLMs on large
and varied datasets to ensure they can generalize across dif-
ferent scenarios and domains. Integrating LLMs into health-
care applications can optimize medical workflows, lever-
aging generative AI to produce contextually appropriate
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and medically sound responses. This shift not only sup-
ports healthcare professionals but also benefits patients, en-
abling advanced deployment of AI-powered tools for bet-
ter decision support. However, efficient training and infer-
ence of LLMs for medical applications pose several chal-
lenges, particularly in terms of optimizing memory and com-
putational resources. Medical datasets can be large, com-
plex, and resource-intensive, making it imperative to bal-
ance model performance with computational efficiency. As
such, the deployment of LLMs in healthcare, particularly
on edge devices, requires careful consideration of hardware
limitations and the need for real-time responses in clinical
environments. Numerous studies have demonstrated the ef-
fectiveness of LLMs in handling both generic (Liu et al.
2023; Biderman et al. 2023) and domain-specific [e.g., Gov-
ernance (Mamalis et al. 2024), Finance (Lakkaraju et al.
2023), Law (Rafat 2024)] tasks. Comparing and benchmark-
ing various LLMs is a common practice, providing insights
into their performance across different areas (Zheng et al.
2023). However, benchmarking LLMs specifically for the
medical domain remains limited. While some datasets (Han
et al. 2023; Li et al. 2023), and studies (Chen et al. 2024;
Anil et al. 2023) focus on applying LLMs to medical tasks,
there is a lack of studies that comprehensively compare
both the performance of these models and their resource-
efficiency in medical domain. This highlights the need for
structured evaluations to better understand their applicabil-
ity in healthcare. To bridge this gap, we conducted a compre-
hensive comparison of several state-of-the-art LLMs. Using
parameter-efficient fine-tuning (PEFT), we adapted these
models to medical applications and evaluated their perfor-
mance across five distinct healthcare-related datasets. The
evaluation leveraged two key metrics, BERTScore and US-
EScore, to provide a robust assessment of model effective-
ness. The results of this analysis provide valuable insight
into the strengths and limitations of these models, helping to
identify the most suitable LLM for medical tasks.

Literature Review
LLMs have drawn significant interest in the medical-related
domain in recent times, particularly for medical question-
answering tasks. Various strategies have been introduced
to improve the accuracy, resource efficiency, and usabil-
ity of LLMs. For instance, ChatDoctor (Li et al. 2023) is
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Figure 1: Evaluation workflow of LLMs for Medical Question-Answering considering four LLMs — Gemma 2 (9B), Llama
3.1 (8B), Mistral v0.3 (7B), and Phi-3.5 (Mini) — on diverse medical datasets. Performance is measured with BERTScore and
USEScore metrics, focusing on Recall, F1 score, and Cosine Similarity.

a fine-tuned version of the LLaMA model with 7B pa-
rameters, specifically tuned for medical question-answering
tasks. This model was pre-trained on the Alpaca dataset
(Taori et al. 2023) and later fine-tuned using a dataset of
100, 000 patient conversations to enhance its performance in
the medical domain. Similarly, Chen et al. (Chen et al. 2024)
examined the impact of fine-tuning LLMs for the medical
domain, investigating both the training data and model ar-
chitecture. In addition to these models, Med-PaLM (Sing-
hal et al. 2023) stands out as a domain-specific adaptation
of PaLM, leveraging few-shot, chain-of-thought (CoT), and
self-consistency prompting strategies to tailor the general-
purpose PaLM model (Chowdhery et al. 2023) for medi-
cal question answering. By utilizing six publicly available
datasets and further refining the model with a prompt based
on 40 examples, Med-PaLM achieved state-of-the-art per-
formance in this specialized task. PaLM-2 (Anil et al. 2023),
an enhanced version of PaLM, introduced an ensemble re-
finement (ER) prompting strategy. This two-stage approach
first generates multiple candidate responses using few-shot
prompts, followed by a second stage where the model recon-
siders the original prompt to explain and refine its answer.
Utilizing the mixture-of-expert (MOE) for multi-task learn-
ing and Low-Rank Adaptation (LoRA), (Liu et al. 2024)
presented a layer termed MOELoRA for multi-task medi-
cal application. To control the contribution of MOELoRA
they proposed a task-motivated gate function.

Methodology
Pipeline
This segment describes the workflow of LLMs for a med-
ical question-answering task Figure 1. In this study, four
different LLMs were used: Gemma 2 (9B), Llama 3.1
(8B), Mistral v0.3 (7B), and Phi-3.5 (mini). Each model is
trained using the same hyperparameters to maintain con-
sistency throughout the experiments. These hyperparame-
ters includes learning rate, batch size, and number of train-
ing epochs, allowing for a fair comparison of model perfor-
mance. The training phase involved exposing the models to
the prompts to optimize their ability to generate relevant and
accurate responses. During the inference phase, the gener-
ated responses are compared to reference outputs, which are

typically ground truth answers from the training set, to as-
sess the models’ accuracy and relevance in responding to
medical queries. For evaluation, two metrics are used to
measure the performance of the models. First, BERTScore
assesses the semantic similarity between the generated re-
sponses and the reference outputs. This metric evaluates
the degree to which the generated response aligns with the
meaning of the reference by comparing word embeddings,
capturing nuances of meaning even if the wording differs.
Second, USEScore (Universal Sentence Encoder Score) is
utilized to measure sentence-level semantic similarity. US-
EScore uses sentence embeddings generated by the Univer-
sal Sentence Encoder which provides a more holistic evalu-
ation of how closely the entire generated sentence matches
the reference in meaning.

Base Models
For our fine-tuning process, we leverage a diverse set of pre-
trained LLMs, selected for their widespread recognition in
the field and publicly available source code. Gemma (Team
et al. 2024), a family of lightweight models by Google de-
rived from the Gemini architecture, excels in English text
generation tasks like question answering and summariza-
tion on low-resource hardware. Llama 3.1 (8B) (Dubey
et al. 2024), an evolution of Meta’s Llama (Touvron et al.
2023), incorporates supervised fine-tuning and reinforce-
ment learning with human feedback (RLHF). It supports
eight languages and was trained on over 15T tokens and
25M synthetic examples with 39.3M GPU hours of com-
putation. Mistral v0.3 (7B) (Jiang et al. 2023), utilizing
grouped-query attention and sliding window attention, spe-
cializes in handling long-range dependencies and sequences
efficiently, outperforming larger Llama models in bench-
marks while focusing on English. Lastly, Phi-3.5-mini (Ab-
din et al. 2024), a compact 3.8B-parameter model designed
for reasoning-intensive tasks like math and logic, supports a
128k token context length and was trained on high-quality
synthetic and public datasets across 23 languages.

Efficient Training
The process of optimizing LLM requires the intricate co-
ordination of several parameters, each of which needs to
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Figure 2: Efficient use of VRAM for training.

be precisely calibrated, saved, and processed using in-
tricate mathematical procedures. Though computationally
challenging, careful refinements can greatly increase the
efficiency of this complex operation. It becomes possible
to not just speed up training but also lower memory con-
sumption by reconsidering how models handle these opera-
tions—whether through adaptive computing, strategic stor-
ing, or simplified parameter updates.

Reducing Training Time The training time of each of
the four models [Phi-3.5 (Mini), Gemma 2 (9B), Llama
3.1 (8B), and Mistral v0.3 (7B)] varies depending on their
architectural optimizations and model size. The smallest,
Phi-3.5 (Mini), has fewer parameters to update by nature,
which results in quicker training times. However, it lacks
the advanced techniques, such as attention optimizations,
typically employed in larger models. Even though Gemma
2 (9B) and Llama 3.1 (8B) have more parameters, they
use more effective attention techniques, like multi-head at-
tention with fused kernel optimizations, which dramati-
cally reduce training-time matrix multiplications. By uti-
lizing RoPE embeddings and improved tensor operations,
Mistral v0.3 (7B), which attained the best size-performance
trade-off, further minimizes training time. RoPE embed-
dings lessen the computing burden during backpropagation
by enabling more effective attention computations across
lengthy sequences. Moreover, Mistral v0.3 is built on an ad-
vanced causal mask technique, which speeds up the atten-
tion layer computation skipping unnecessary matrix reads
that lead to an 8.1% reduction in training time, making it the
most efficient among the models.

Memory Usage Optimization The memory usage of the
models varies significantly due to their internal architecture
and parameter sizes, as reflected in Figure 2. Phi-3.5 (Mini)
has the smallest memory footprint, largely because of its re-
duced parameter count and simpler architecture. However,
this limits its flexibility and performance on more complex
tasks. On the other hand, Gemma 2 (9B) and Llama 3.1 (8B)
manage their larger parameter sets with memory-efficient
techniques such as mixed precision training and gradient
checkpointing. These techniques reduce the need to store
full-precision values for all operations, minimizing mem-
ory usage while retaining model accuracy. Mistral v0.3 (7B)

goes a step further by employing parameter-efficient fine-
tuning (PEFT) techniques, including LoRA and modular
adapters, which freeze the majority of model parameters and
only update task-specific components. This approach signif-
icantly reduces memory consumption during fine-tuning, as
fewer parameters need to be stored and updated. Addition-
ally, Mistral v0.3’s architecture includes optimized memory
management in attention layers, allowing for the efficient
handling of long sequences without overwhelming memory
resources, making it the most memory-efficient among the
larger models.

Evaluation Metrics
To assess the performance of the models and their generated
outputs, we employ robust and widely recognized evaluation
metrics. These metrics are specifically designed to measure
the semantic similarity and quality of generated sentences
compared to reference sentences, providing insights into the
effectiveness of the models. The metrics used are as follows:

BERTScore: BERTScore (Zhang et al. 2019) is an eval-
uation metric using contextual embeddings for text genera-
tion. It computes a similarity score for each candidate sen-
tence with each token in the reference sentence. It uses pre-
trained BERT (Kenton and Toutanova 2019) embeddings to
convert words to tokens. Finally, it matches the similarity of
the generated sentence and reference sentences. BERTScore
computes precision, recall, and F1 scores from generated
and reference sentences.

USEScore: Universal Sentence Encoder (USE) is a nat-
ural language processing technique that converts the text
sentence to a higher dimension vector encoding (Cer et al.
2018). USE takes the variable length of input text and con-
verts that to a vector of dimension 512. USE offers two types
of encoding, one is a Transformer based another is a Deep
Averaging Network. After encoding, the similarity of the
metrics is calculated from generated sentences and reference
sentences. The equation to calculate recall, precision and F1
score are shown in equation 1, 2 and 3:

RUSE =
1

|x|
∑
xi∈x

max
x̂j∈x̂

x⊤
i x̂j (1)

PUSE =
1

|x̂|
∑
x̂i∈x̂

max
xj∈x

x⊤
i x̂j (2)

FUSE = 2 · PUSE ·RUSE

PUSE +RUSE
(3)

Here, RUSE represents the calculated recall using USE en-
coding vector, where x̂ and x are the vectors generated from
the generated text and from the reference text, respectively.
Similarly, PUSE and FUSE denote the precision and F1 score,
respectively, both calculated using USE encoding vector.

Experimental Analysis
Datasets
Our experiments are conducted on five real-world medical
question answering datasets: The Medical Meadow Wiki-
doc dataset (Han et al. 2023), which features question-
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Attributes Gemma Llama Mistral Phi

Version 2 3.1 0.3 3.5
Parameters 9B 8B 7B 3.8
Trainable par. 54M 39M 42M 29M
Training Time 437.76 312.41 370.67 203.91

Table 1: Training Attribute Comparison of various LLMs.

answer pairs derived from WikiDoc. The AI Medical Chat-
bot (Vsevolodovna 2023) dataset is a large-scale database
containing over 21.2M conversational texts between doc-
tors and patients, collected from ClinicalTrials, EMEA,
and PubMed. Lastly, the Mental Health dataset (Bertag-
nolli 2020), sourced from online counseling and therapy
platforms, includes over 3.5k question-answer pairs in En-
glish, where qualified psychologists provide solutions. This
dataset focuses on diverse mental health topics, enhancing
LLMs’ ability to provide mental health guidance. Addition-
ally, we evaluate the LLMs on Medical Dataset (Jayantdoc-
plix 2025), which contains over 3.7k data human and AI
assistant conversion in English and the HealthCareMagic-
100k-en dataset (Li et al. 2023), which includes over 112k
medical records in English.

Experimental Setup
In this study, we compare four different models: Llama 3.1,
Mistral v0.3, Phi-3.5, and Gemma. To ensure an unbiased
comparison, we use models with the smallest number of pa-
rameters. All models are trained and tested with the same
data distribution. We apply efficient fine-tuning techniques,
such as LoRA, to enhance model performance. Rotary Posi-
tion Embeddings Scaling is used with a maximum sequence
length of 2048. For the training environment, two Tesla T4
GPUs are used. All models are trained for 2000 steps. The
model is trained with learning rate 2e-5 and “adamw 8bit”
optimizer. All models are trained with the same batch size 8.

LLM Fine-Tuning Process and Model Adaptation
We first initialize the pre-trained LLMs with weights derived
from their training on extensive datasets. These weights pro-
vide the models with a comprehensive foundation of linguis-
tic knowledge. Subsequently, the models are fine-tuned us-
ing question-answer pairings tailored for medical domains.
We preprocess the datasets to ensure that each question and
response is clear, consistent, and properly formatted.

LoRA Adaptation: LoRA utilizes low-rank matrices to
approximate the parameter updates required for the model
to effectively learn medical-specific language patterns and
content, thereby avoiding the need to update the entire pa-
rameter set. LoRA lowers the computational and memory
expenses while maintaining the model’s ability to adjust to
the subtleties of the medical questions and answers in the
dataset by concentrating on the most important parameters,
especially in the attention layers. With billions of parame-
ters, large models like Llama and Mistral are especially ben-
efiting from this strategy, which allows for effective fine-
tuning without taxing the system’s resources.

Fine-tune and Evaluation: In the fine-tuning stage, we
optimized the LoRA parameters to generate accurate medi-

cal responses while keeping the majority of the pre-trained
parameters fixed. Our fine-tuning procedure involved iter-
ating over multiple epochs to minimize the loss function,
which measured the error between the model’s predictions
and the expected responses. A summary of the base model
architectures is presented in Table 1. Following fine-tuning,
the models underwent a comprehensive evaluation to assess
their effectiveness in the target tasks. This evaluation mea-
sured the models’ semantic accuracy and contextual rele-
vance using a range of metrics, including Recall, Precision,
F1 Score, and Cosine Similarity. These metrics provided a
detailed assessment of the models’ ability to generate re-
sponses to medical queries that are both semantically accu-
rate and contextually appropriate.

Results and Discussion

This section discusses the performance analysis of SOTA
LLMs across diverse medical datasets and emphasizes their
effectiveness in domain-specific applications. In Table 2, we
provide a detailed comparative evaluation of the selected
models, as discussed in the Methodology section. The eval-
uation was conducted on the test set of the baseline models
trained on the five different medical datasets, offering criti-
cal insights into their relative strengths and limitations.

Performance Analysis Using BERTScore

Among the models, Phi-3.5 (mini), the smallest with
only 3.8B parameters, exhibited the weakest performance,
achieving an F1 score of 0.8182 on the Medical Meadow
Wikidos and 0.7027 on the Health Care Magic dataset. It
is consistently among the lowest-performing models across
all other datasets. These results indicate that it struggles to
maintain high semantic alignment with reference outputs,
limiting its applicability in complex medical tasks. Llama,
demonstrated significant improvement over Phi-3.5, with an
F1 score of 0.8940 on the AI Medical Dataset. That is the
highest among the results on this dataset. However, this
model fails to maintain its consistency on other datasets.
These results highlight its ability to leverage additional pa-
rameters effectively for improved performance, making it a
more viable option for medical applications where accuracy
is critical. Gemma 2 with 9B parameters further advanced
precision, recall, and f1 metrics, outperforming Llama in
most aspects. It achieved the highest accuracy on the AI
Medical Dataset and maintained decent constancy over all
other datasets. However, The top-performing model, Mis-
tral v0.3 (7B), achieved the highest performance with an
F1 score over 3 different datasets Medical Meadow Wikidos
(0.8358), Medical Dataset (0.8893), and Health Care Magic
(0.745). This result reflects a balanced and robust capabil-
ity in generating semantically accurate outputs. Despite hav-
ing fewer parameters than Gemma 2 and Llama 3.1, Mistral
v0.3’s architectural optimizations, including enhanced at-
tention mechanisms, contribute to its superior performance.
These results firmly establish Mistral v0.3 as the most effec-
tive model for medical tasks in this comparison.
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Dataset Model name BERTScore USEScore
Precision Recall F1 Cosine Sim. Precision Recall F1

Medical
Meadow Wiki-
doc (Han et al.
2023)

Gemma 2 (9B) 0.8321 0.8215 0.8259 0.4344 0.6031 0.6166 0.6098
Llama 3.1 (8B) 0.8440 0.8181 0.8302 0.4237 0.6131 0.6281 0.6205
Mistral v0.3 (7B) 0.8518 0.8217 0.8358 0.4531 0.6144 0.6401 0.6270
Phi-3.5 (mini) 0.8177 0.8199 0.8182 0.4311 0.5999 0.6205 0.6101

Mental Health
Dataset
(Bertagnolli
2020)

Gemma 2 (9B) 0.8425 0.8332 0.8376 0.5403 0.6172 0.6795 0.6469
Llama 3.1 (8B) 0.7593 0.8027 0.7796 0.2321 0.5358 0.4348 0.4800
Mistral v0.3 (7B) 0.8402 0.8329 0.8363 0.5477 0.6256 0.6868 0.6547
Phi-3.5 (mini) 0.8273 0.8249 0.8259 0.4847 0.5939 0.6408 0.6165

Medical
Dataset
(Jayantdocplix
2025)

Gemma 2 (9B) 0.8865 0.8816 0.8840 0.7961 0.8176 0.8103 0.8139
Llama 3.1 (8B) 0.8855 0.8799 0.8826 0.7808 0.8049 0.8039 0.8044
Mistral v0.3 (7B) 0.8908 0.8880 0.8893 0.8025 0.8197 0.8208 0.8202
Phi-3.5 (mini) 0.8846 0.8871 0.8857 0.7976 0.8155 0.8178 0.8167

AI Medi-
cal Chatbot
(Vsevolodovna
2023)

Gemma 2 (9B) 0.8759 0.8731 0.8744 0.6317 0.7642 0.7814 0.7727
Llama 3.1 (8B) 0.9013 0.8878 0.8940 0.6663 0.7934 0.8006 0.7970
Mistral v0.3 (7B) 0.8955 0.8883 0.8914 0.6596 0.7877 0.7891 0.7884
Phi-3.5 (mini) 0.8702 0.8822 0.8756 0.6201 0.7704 0.7716 0.7710

Health Care
Magic (Li
et al. 2023)

Gemma 2 (9B) 0.7263 0.7638 0.7445 0.5947 0.8468 0.8422 0.8444
Llama 3.1 (8B) 0.7215 0.7491 0.7359 0.5632 0.6598 0.7728 0.7117
Mistral v0.3 (7B) 0.7274 0.7649 0.745 0.5954 0.8473 0.8429 0.8450
Phi-3.5 (mini) 0.7039 0.7015 0.7027 0.5548 0.8285 0.8368 0.8325

Table 2: Comparative Evaluation of various LLMs on Diverse Medical Datasets using BERTScore and USEScore Metrics.

Performance Analysis Using USEScore
The evaluation using USEScore revealed a similar trend.
Phi-3.5 (mini) again demonstrated the lowest performance,
indicating substantial limitations in sentence-level semantic
similarity. Conversely, Mistral v0.3 maintained its leading
position, achieving the highest scores across four out of five
datasets. This consistent performance across both evalua-
tion frameworks underscores its well-rounded capability, ex-
celling in both token-level and sentence-level assessments.

Critical Insights
This segment provides an in-depth analysis of the trade-offs
between model size and semantic comprehension, precision-
recall dynamics, architectural optimizations, and dataset-
specific performance variations, highlighting the interplay
of computational efficiency, domain adaptability, and task-
specific strengths among the evaluated models.

Trade-Off Between Model Size and Semantic Compre-
hension: Phi (3.5) demonstrates the shortest training time
(203.91 minutes) among all models, which aligns with its
smaller parameter size (3.8B total parameters, 29M train-
able parameters). This highlights Phi’s computational effi-
ciency but also its limited capacity for handling complex
tasks requiring high representational power. On the other
hand, Mistral v0.3 (7B) strikes a balance between parameter
size, trainable parameters (42M), and training time (370.67
minutes), making it an optimal choice for tasks that require
efficiency without significant compromises in performance.

Architectural Optimizations Drive Performance: The su-
perior performance of Mistral v0.3, despite having fewer
parameters than Gemma 2 and Llama 3.1, highlights the
importance of architectural innovations. Features such as
grouped-query attention and modular parameter-efficient

fine-tuning strategies (e.g., LoRA) enable Mistral to out-
perform larger models. This suggests that efficiency-focused
design can provide significant advantages in domains requir-
ing both accuracy and computational scalability.

Model Efficiency and Training Requirements: Phi (3.5)
demonstrates the shortest training time (203.91 minutes)
and the smallest number of trainable parameters (29M),
making it highly efficient in terms of computational re-
source usage. However, its smaller parameter size and re-
duced trainable parameters limit its ability to perform on
complex datasets. Mistral v0.3 (7B), with a slightly larger
training time (370.67 minutes) and 42M trainable parame-
ters, strikes an effective balance, offering competitive per-
formance while maintaining computational efficiency.

Dataset-Specific Performance Variations: While Mistral
v0.3 performs exceptionally well overall, Llama 3.1 (8B)
surpasses it on the AI Medical Chatbot Dataset, achiev-
ing the highest BERTScore F1 (0.9013) and USEScore F1
(0.8006), indicating its strength in conversational AI con-
texts. Conversely, Mistral v0.3 outperforms Llama models
on structured datasets such as the Medical Meadow Wikidoc
Dataset and the Health Care Magic Dataset, emphasizing its
robustness in information-dense datasets.

Conclusion
This paper presents a comprehensive benchmarking of state-
of-the-art LLMs for medical applications, addressing the
critical need for evaluating their performance across diverse
healthcare datasets. By fine-tuning and assessing multiple
models using robust metrics such as BERTScore and US-
EScore, we provide a detailed comparison of their strengths,
limitations, and suitability for specific medical tasks. The
results underscore the importance of balancing computa-
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tional efficiency, model size, and domain-specific adapt-
ability when selecting models for healthcare-related use
cases. Models like Mistral v0.3 demonstrated exceptional
performance across structured datasets, while others, such
as Llama 3.1, excelled in conversational contexts, highlight-
ing the need for task-specific optimization. The findings
also emphasize the potential for deploying efficient mod-
els like Mistral v0.3 on edge devices, enabling low-latency,
resource-constrained applications in telemedicine and point-
of-care scenarios. These insights pave the way for advancing
AI-driven solutions in healthcare, with future work focusing
on improving model robustness, expanding datasets, and op-
timizing architectures for edge-based deployments.
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