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Abstract
In this work, we introduce DyESP, a novel approach that
unites dynamic exploration with space pruning to expedite
the combined search of hyperparameters and architecture,
enhancing the efficiency and accuracy of hyperparameter-
architecture search (HAS). Central to DyESP are two in-
novative components: a meta-scheduler that customizes the
search strategy for varying spaces and a pruner designed to
minimize the hyperparameter space by discarding subopti-
mal configurations. The meta-scheduler leverages historical
data to dynamically refine the search direction, targeting the
most promising areas while minimizing unnecessary explo-
ration. Meanwhile, the pruner employs a surrogate model,
specifically a fine-tuned multilayer perceptron (MLP), to pre-
dict and eliminate inferior configurations based on static met-
rics, thereby streamlining the search and conserving compu-
tational resources. The results from the pruner, which iden-
tifies and removes underperforming configurations, are fed
into the meta-scheduler. This process updates the historical
dataset used by the meta-scheduler, enabling it to adjust the
exploration degree and refine the sampling strategy for subse-
quent iterations. This integration ensures the meta-scheduler
is continually updated with relevant data, allowing for more
accurate and timely adjustments to the exploration strategy.
Experiments on various benchmarks show that DyESP out-
performs existing methods in terms of both speed and stabil-
ity on almost all benchmarks.

Code — https://anonymous.4open.science/r/DyESP-4B28

Introduction
Neural architecture search (NAS) (Zoph and Le 2017;
Elsken, Metzen, and Hutter 2019; Zoph et al. 2018; Liu,
Simonyan, and Yang 2019) and hyperparameter optimiza-
tion (HPO) (Waring, Lindvall, and Umeton 2020; Feurer and
Hutter 2019) are optimization techniques that automate the
design of deep neural networks for downstream tasks. NAS
aims to automatically design optimal neural network archi-
tectures for a given task. The input to NAS typically consists
of a dataset and a defined task (e.g., image classification),
while the output is an optimal or near-optimal neural net-
work architecture customized for the task. Complementarily,
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Figure 1: Illustration of HAS pipeline.

HPO aims to find the best set of hyperparameters (settings
or configurations) for a given model to maximize its perfor-
mance on a specific task. The input to HPO is the range of
possible hyperparameter values for a given model, and the
output is the set of hyperparameter values that result in the
best performance of the model, typically measured by accu-
racy, F1 score, or another relevant metric.

As shown in Fig. 1, joint hyperparameter and architec-
ture search (HAS) aims to simultaneously optimize both the
architecture of a neural network and its hyperparameters to
find the best-performing model for a given task (Dong et al.
2020; Wang et al. 2022). The input to HAS typically in-
cludes the inputs of NAS and HPO, i.e., a dataset and a broad
definition of possible neural network architectures and hy-
perparameter ranges. The output is the optimal neural net-
work architecture along with its best set of hyperparame-
ters, tailored to maximize performance on the specific task.
HAS addresses the limitations of biased searching and unfair
evaluation, prevalent in separate NAS and HPO approaches,
by integrating the search spaces and evaluation processes.
Consequently, HAS provides a more holistic and efficient
exploration of the model configuration space, leading to bet-
ter overall performance and more reliable comparisons be-
tween different models, and has been applied to various real-
world tasks, such as medical image analysis (Prezja et al.
2023), tabular data modeling (Das and Dooley 2023), and
deep learning workloads optimization (Nagrecha and Kumar
2023).

However, existing HAS approaches face the challenge
of high computational costs, especially in the search
part (Falkner, Klein, and Hutter 2018; Holland 2012; Hut-
ter, Hoos, and Leyton-Brown 2011). The main reason for
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the high computational cost is the vast and complex search
space. Compared to NAS, which only searches the param-
eters of the model structure, the search space of HAS is
not only larger due to the inclusion of the search for hy-
perparameters (Bansal et al. 2022; Hirose, Yoshinari, and
Shirakawa 2021; Dai et al. 2021), but also contains a more
complex mix of searches for discrete and continuous vari-
ables, which ultimately leads to an increase of one or even
two orders of magnitude in the search space.

In this work, we propose a dynamic exploration and space
pruning method, called DyESP, to accelerate the joint search
of hyperparameter and architecture. DyESP mainly consists
of two novel designs, the meta-learning-based scheduler
(meta-scheduler) for accelerating search and a pruner for
reducing the hyperparameter space. In particular, the meta-
scheduler adapts the search strategy to different spaces, im-
proving the efficiency of finding optimal configurations. It
utilizes meta-learning principles to dynamically adjust the
exploration degree, enabling a flexible and efficient search
process. This unique approach allows the scheduler to learn
from past searches, thereby optimizing the search strategy
across various domains. The pruner is designed to acceler-
ate HAS by effectively narrowing down the search space,
and eliminating less promising configurations early on. It
achieves this by utilizing a surrogate model approach, pre-
dicting the performance of different configurations based on
static metrics, thus streamlining the evaluation process. This
reduces the computational resources required for extensive
evaluations, focusing efforts on more viable candidates. As
a result, DyESP integrates the results from the pruner into
the meta-scheduler through a structured, iterative process.
After generating candidate configurations from the architec-
tural and hyperparameter spaces, these are quickly evaluated
for performance metrics such as the number of parameters
and latency. The pruner then identifies and removes under-
performing configurations. These actions culminate in up-
dating the historical data set, which the meta-scheduler uti-
lizes to adjust the exploration degree and refine the sampling
strategy for subsequent iterations. This systematic integra-
tion ensures that the meta-scheduler operates with updated,
pruned data, leading to a more focused and efficient search
process.

Our main contributions can be summarized as follows:

• We propose a novel dynamic exploration strategy that
leverages meta-learning. This strategy dynamically ad-
justs the search process based on learned patterns from
previous searches, enhancing the efficiency of finding
optimal solutions. The detailed design includes a meta-
learning algorithm that continuously updates the explo-
ration parameters, enabling the system to adapt its search
strategy in real time to different search spaces and condi-
tions, thus accelerating the hyperparameter and architec-
ture search.

• We introduce a new space pruning technique that effec-
tively reduces the search space by identifying and elim-
inating less promising paths in the search process. This
approach significantly decreases the computational re-
sources required. The detailed design involves a data-

driven model that evaluates the potential of different
search paths using historical data, which allows for a
more focused and efficient search by concentrating on
areas with higher potential for improvement. In addi-
tion, we propose the integration of a feedback loop be-
tween the meta-scheduler and the pruner, which enables
the meta-scheduler to fine-tune its strategy based on the
effectiveness of the pruning decisions, leading to a more
synchronized and intelligent search.

• Extensive experiments across various benchmarks show
the superior performance of DyESP over existing meth-
ods in terms of both efficiency and effectiveness, demon-
strating its adaptability and robustness across different
types of search spaces and optimization problems, high-
lighting the practicality and versatility in real-world sce-
narios. On NAS-Hpo-Bench-II (Hirose, Yoshinari, and
Shirakawa 2021), DyESP achieves the optimal result
with only 20% of the evaluation times required by
the existing best-performing method. On NASBench-
ASR(Mehrotra et al. 2021), NASBench-101(Ying et al.
2019), NASBench-Macro(Su et al. 2021), DyESP re-
quires only 20%, 10.6%, 10% of the evaluation times of
the optimal methods.

Methodology
DyESP is described in Fig. 2. It contains two components:
meta-scheduler and pruner. The meta-scheduler dynamically
adjusts the search range. The pruner, on the other hand, is
employed to filter out poorly performing configurations be-
fore evaluation, thereby reducing the expensive cost of eval-
uation.

Preliminary
Stages of Search Algorithm. In the domain of NAS and
HAS, the methodology of search algorithms is divided into
two stages: global search and local search. Global search
emphasizes a wide-ranging exploration aimed at identifying
promising regions within the search space, and local search
narrows the focus to a smaller area, meticulously optimizing
configurations within this confined space. Existing research
supports the efficacy of local search, particularly when ad-
vantageous initial points are predetermined (Dai et al. 2021).

Characteristics of Search Space. To explore the reasons
behind these outcomes, we visualize multiple search spaces
for both HAS and NAS, including areas such as computer vi-
sion (Ying et al. 2019) (Dong and Yang 2020), graphs (Qin
et al. 2022), and other domains. The findings show: 1) The
architectural landscape of HAS is a complex, multi-peaked
domain, significantly marked by a high prevalence of lo-
cal optima. 2) High-performing model architectures tend to
cluster, suggesting a pattern of local regularity within the
search space. These observations of global complexity and
local regularity within the search spaces effectively under-
score the reasons behind the superior performance of local
search.

Exploration Degree. To quantitatively analyze the
search types, we introduce the variable M as exploration de-
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Figure 2: Overview of DyESP. DyESP incorporates a meta-controller and a hyperparameter pruner. First, the meta-scheduler
guides the search algorithm in identifying promising configurations for models. Then, these configurations undergo a rapid
evaluation. Finally, the most effective configurations are subjected to comprehensive evaluation through training and testing,
which feeds back into the meta-scheduler to further improve the search strategy.

gree, which is defined in Eq. (1).

M =
1

dim

dim∑
i=1

|∆Di|
Ri

, (1)

where ∆Di denotes the variation in the ith dimension, Ri is
the range of values in the ith dimension, and dim represents
the number of dimensions in the search space. Consequently,
M serves as a quantifier of exploration degree throughout
the search process, reflecting the extent to which the algo-
rithm explores the search space. A high value of M suggests
that the algorithm is engaging in global search, whereas a
low value indicates a focus on local search.

Motivation: No Optimal Static Strategy! To maximize
the effect of local search, the exploration degree should
gradually decrease as the number of trials increases. Fig. 3
illustrates the relationship between different exploration de-
gree trajectories and the final outcomes across various search
spaces. Darker shades within the figure correlate with better
results. Notably, NASBench101 appears to favor a balanced
approach between exploration and exploitation, whereas
NASBench201 shows poor performance under uniform dis-
tribution of these elements. This discrepancy clearly indi-
cates that different search spaces have distinct preferences
for search strategies, and consequently, a static search curve
is not universally applicable. The findings underscore the ne-
cessity of an adaptive strategy, one that is capable of mod-
ulating its exploration degree in response to the evolving
needs of the search space it operates within.

Meta-Scheduler: Enable efficient search in
complex search space
To make the search algorithm adaptable to different search
spaces, we propose a search strategy grounded in meta-
learning, adaptable to any search space. This approach is de-
signed to dynamically adjust the exploration degree, main-
taining flexibility and efficiency in exploring through diverse
search spaces.

Details of Meta-Scheduler. The Meta-Scheduler is a
three-layer multilayer perceptron (MLP) structure to dynam-

ically adjust the exploration of search algorithm. Specifi-
cally, it uses the history result H of the search algorithm
shown in Eq. (2) as input to predict the exploratory degree
for the current stage:

Hi =
{
1 if F(αi) > F(αi−1),
0 otherwise, (2)

where F is the metric to be optimized such as accuracy,
FLOPs, etc., αi is the model configuration obtained from
the i-th search, and Hi is the performance score from the
i-th search. Meta-scheduler fθ can be expressed as Eq. (3).

Mi+1 = fθ({Hi−k, Hi−k+1, ..., Hi}), (3)

where k controls the length of history considered and Mi+1

is the exploratory degree for the next search. By controlling
the exploration degree based on historical results, the meta-
scheduler can adapt the search strategy to different search
spaces.

The optimization problem for search can be formulated as
Eq. (4).

α∗ = argmax
α∈Ω

F (w∗(α), α) , (4)

where α represents the model configuration, which includes
the architecture A and hyperparameter h, Ω denotes the
search space, and w∗ indicates the optimal weights for a
specific configuration α. After introducing a meta-scheduler,
the optimization problem is reformulated as Eq. (5).

α∗ = arg max
α∈P(Ω;fθ)

F(w∗(α), α), (5)

where fθ denotes the meta-scheduler and P represents
the configurations found in the search space Ω under the
guidance of the search strategy implemented by the meta-
scheduler fθ.

Traing of Meta-Scheduler. To ensure that this sched-
uler improves performance across different search spaces,
we employ meta-learning to train the scheduler, aiming to
extract common knowledge from different spaces. The train-
ing process is described by Eq. (6).

θ∗ = argmin
θ

∑
Ωi∈Ωsupport

L(θ,Ωi), (6)
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Figure 3: Best search curve in different spaces. Darker shades represent the curves that yield better final results. The result
indicates that different search spaces have varying preferences for search types, and a fixed search curve can not be optimal for
all spaces. Therefore, it is essential to have an adaptive strategy.

where θ∗ represents the optimal parameters of the meta-
scheduler, Ωsupport represents the search spaces used for
training the scheduler, and L(θ,Ωi) denotes the loss in-
curred by the search algorithm when employing the search
strategy f(θ) within the training search space Ωi. To train
this network, we define the loss function as Eq. (7).

L(θ,Ωi) =

K∑
k=1

max(0, R(θ, αk
i ))−R(θbesti , αk

i ) · (θbesti − θ), (7)

where K is the current number of search iterations, θbesti
is the best search strategy currently known for the training
search space Ωi, and αk

i is the configuration found in k-th
search from the training search space Ωi. The reward func-
tion R(θ, αk

i ) measures the performance of the result ob-
tained through searching under the k-th configuration αk

i of
the training search space Ωi, given the current search strat-
egy f(θ). Since the search curve is static and does not allow
for dynamic adjustments based on historical information,
simply emulating this curve is insufficient for achieving fur-
ther improvements. Therefore, we dynamically update the
value of θbest during later stages of training when improve-
ments are detected, actively encouraging the model to learn
from θbest.

Hyperparameter Pruner: Reduce vast search space
Considering the space complexity, training surrogate mod-
els to predict performance based on model architectures is
costly. However, as neural network training typically in-
volves a limited set of hyperparameters, constructing a uni-
fied surrogate model focusing on hyperparameter evalua-
tion is more practical. Specifically, The pruner uses low-cost
metrics, such as model size and FLOPs, obtained statically
or as by-products during evaluation, along with the hyper-
parameters as inputs. The output of the pruner is a score for
the input hyperparameter. This design ensures that the in-
puts to the pruner do not require costly training or extraction
processes, thus not compromising the overall execution effi-
ciency.

Due to the significant differences between search spaces,
our pruner needs to be fine-tuned for specific search spaces
during the search process. Notably, the pruner only seeks
potential training data among the configurations that have
been searched, thereby incurring no additional overhead

from data collection. Moreover, due to the simplicity of the
surrogate network used—a mere 3-layer MLP suffices—its
training time is negligible compared to the costly evaluation
overhead.

We train the pruner using a ranking loss and employ mean
squared error (MSE) to ensure that the predicted values are
not excessively divergent from the actual values. The loss
function is given by Eq. (8).

L(A, hi, hj) = max(0,−ŷij · yij) + λ(ŷij − yij)
2, (8)

where A represents the configuration’s structure. hi and hj

represent the two sets of hyperparameters to be compared.
ŷij is the performance gap predicted by the pruner, yij is the
actual performance gap, and λ is used to balance the propor-
tion of the two types of loss.

Experiments
Experimental Setup
Benchmarks. We conduct experiments on several NAS and
HAS benchmarks: NASBenchGraph (Qin et al. 2022), NAS-
HPO-Bench-II (Hirose, Yoshinari, and Shirakawa 2021),
JHAS-Bench-201 (Bansal et al. 2022), NASBench101 (Ying
et al. 2019), NASBench201, NASBenchMacro (Su et al.
2021) and NASBenchASR (Mehrotra et al. 2021). These
benchmarks are chosen to cover a broad range of neural
network architectures and downstream tasks. Since these
benchmarks pose different levels of challenges to NAS, we
group them into 5 distinct difficulty levels, which are influ-
enced by the search space and baseline performance, and
specific values can be found in Table 1.

Level 1: The deviation from the optimal value is limited to
3%. Level 2: The deviation from the optimal value is limited
to 2%, and slightly better than level 1. Level 3: The devia-
tion from the optimal value is limited to 1%. Level 4: The
deviation from the optimal value is limited to 0.5%. Level
5: The best result attainable by DyESP within 4000 trials.

Baselines. We include 6 representative search algorithms
as baselines, including Random Search (RS) (Bergstra
and Bengio 2012), Bayesian Optimization with hyperband
(BOHB) (Falkner, Klein, and Hutter 2018), Reinforcement
Learning (RL) (Zoph and Le 2017), Genetic Algorithm
(GA) (Holland 2012), Differential Evolution (DE) (Storn
and Price 1997), and Cost-Frugal Optimization (CFO) (Wu,
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Benchmark Level 1 Level 2 Level 3 Level 4 Level 5
NASBench101 92.77% 93.11% 93.37% 93.81% 94.18%
NASBench201 92.94% 93.30% 93.62% 94.17% 94.37%
NASBenchASR 87.00% 88.00% 89.00% 90.00% 90.50%

NASBenchMacro 92.80% 92.90% 93.00% 93.10% 93.12%
NASBenchGraph 80.00% 80.40% 80.60% 81.00% 81.60%

NATS 92.80% 92.90% 93.00% 93.10% 93.65%
Colorectal Histology1 94.80% 95.00% 95.50% 96.00% 96.20%

Fashion MNIST1 94.00% 94.30% 94.80% 95.00% 95.30%
Cifar-101 90.50% 90.80% 91.00% 91.50% 91.80%

1 Datasets from JHAS-Bench-201.

Table 1: Specific Values for Difficulty Levels.

Wang, and Huang 2021). To minimize randomness, all these
algorithms are repeated 51 times using different random
seeds. The median performance from these executions is se-
lected for evaluation purposes.

Efficiency Comparison with Baselines
To probe the efficiency of DyESP, we evaluate the num-
ber of trials required to achieve different performance lev-
els. For HAS tasks, Table 3 demonstrates the comparative
outcomes of DyESP and baselines across various datasets
within JHAS-Bench-201. DyESP leads the pack in almost
all datasets, notably on the fashion MNIST dataset, where
it surpasses the baseline results by a large margin, e.g.,
the baseline fails to reach the same level even after 5000
searches where the DyESP achieved with only 278 search
trials. As depicted in Table 2, the advantage of DyESP is
even more pronounced in NAS benchmarks. Specifically, on
NASBench201, GA fails to discover a configuration as op-
timal as that found by DyESP within just 80 trials, despite
undertaking 400 exploratory steps. Similarly, on NAS-HPO-
Bench-II, BOHB requires nearly 10 times the resources to
achieve a comparable outcome to that of DyESP. Experi-
mental analyses across prominent benchmarks indicate that
DyESP exhibits at least 2-fold improvement over all base-
lines within the search spaces explored.

These empirical results underscore the potential of
DyESP across various benchmarks, owing to the implemen-
tation of the mete scheduler. As a result, DyESP is capable
of exploring the search space with greater efficiency and pre-
cision compared to traditional algorithms that are dependent
on heuristic or random searches. The validation of this su-
periority holds considerable significance for HAS tasks and
other relevant domains. In the context of HAS tasks, DyESP
offers an efficient and precise solution for the discovery of
highly accurate models, thereby significantly reducing com-
pute costs and enhancing search scalability.

Effect of the Proposed Pruner
We then verify the effectiveness of the proposed pruner
on NAS-HPO-Bench-II. The results demonstrate that the
pruner significantly reduces the number of search trials,
thereby accelerating the search process. Specifically, com-
pared to Random Search, BOHB, GA, and DE, our method
achieves the highest acceleration, reducing the required tri-
als from hundreds to only 41. Furthermore, integrating the

pruner into our approach further decreases the trial count
to 37, achieving an acceleration factor of 9.0× compared to
Random Search.

Related Work
Neural Architecture Search (NAS). NAS was first pro-
posed by (Kitano 1990) in 1990, and (Zoph and Le 2017)
in 2016 made it popular again, which models the NAS prob-
lem as a black-box optimization problem (Elsken, Metzen,
and Hutter 2019). For this problem, the quest to effectively
traverse the vast search space has inspired researchers to em-
ploy a diverse assortment of strategies, such as evolution-
ary algorithms (Real et al. 2019), reinforcement learning ap-
proaches (Zoph et al. 2018), (Liu et al. 2018), and Bayesian
optimization (Kandasamy et al. 2018), (White, Neiswanger,
and Savani 2021). Since the above NAS methods usually
need huge computing resources, researchers have again used
several means to reduce the cost, such as gradient-based
optimization (Liu, Simonyan, and Yang 2019), (Xu et al.
2020), (Fang et al. 2020), one-shot method, (Stamoulis et al.
2019), (Guo et al. 2020), etc. However, these approaches
mainly focus on model architecture and neglect the impor-
tant role of training hyperparameters, which can uninten-
tionally distort the evaluation and introduce some bias.

Hyper-Parameter Optimization (HPO). HPO is a long-
established machine learning technique for automatically
finding the most appropriate parameter settings for a model,
thereby improving its performance and efficiency (War-
ing, Lindvall, and Umeton 2020). Classical methods in this
field include Bayesian optimization (Snoek, Larochelle, and
Adams 2012), (Brochu, Cora, and de Freitas 2010), Ran-
dom search (Bergstra and Bengio 2012), Gaussian process
(Seeger 2004) gradient-based methods (Franceschi et al.
2017), etc. However, most methods used for HPO problems
are designed to address issues within continuous spaces.
When confronted with problems that combine both continu-
ous and discrete spaces, these methods do not perform.

Joint Hyperparameter and Architecture Search
(HAS). Early work in HAS can be traced back to 2016,
(Mendoza et al. 2016) using the SMAC (Hutter, Hoos, and
Leyton-Brown 2011) method to search for MLP structures
and training hyperparameters. (Zela et al. 2018) highlighted
the importance of HAS by demonstrating that the same
hyperparameters do not apply to models with different
structures. At this stage, HAS research is mainly divided
into four directions: (1) Improvement based on traditional
HPO methods: Research in this direction, including (Tiao
et al. 2020) and (Zimmer, Lindauer, and Hutter 2021),
focuses on exploring HAS search using BOHB (Falkner,
Klein, and Hutter 2018) and its improvement.(Egele et al.
2021) using SMAC(Hutter, Hoos, and Leyton-Brown 2011)
to find neural networks for solving Tabular Data. However,
these methods based on Hyperparameter Optimization
(HPO) often do not make specific improvements for the
HAO search space, resulting in lower search efficiency com-
pared to our algorithm. (2) Using heuristics: Approaches
such as (Dai et al. 2021) combine traditional heuristics
with agent models to search the complex HAS search space
and achieve good performance on ImageNet. (3) Using
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Benchmark Task Size Method Level 1 Level 2 Level 3 Level 4 Level 5 Acceleration

NASBench101 Vision 423k

Random Search 5 11 36 1100 4225 x1.0
BOHB 3 5 25 380 914 x4.6

GA 4 4 17 959 5000+ x0.8
DE 4 4 25 261 2172 x1.9

Ours 12 19 28 140 432 x9.8

NASBench201 Vision 15.6k

Random Search 15 26 729 5000+ 5000+ x1.0
BOHB 5 21 57 281 525 x9.5+

GA 8 18 51 233 518 x9.7+
DE 8 21 32 130 178 x28.1+

Ours 10 15 28 52 70 x71.4+

NASBenchASR ASR 8.2k

Random Search 132 198 214 424 5000+ x1.0
BOHB 162 182 239 328 5000+ x1.0

GA 440 604 4395 5000+ 5000+ x1.0
DE 63 85 92 107 5000+ x1.0

Ours 37 71 104 169 534 x9.4+

NASBenchMacro Vision 6.5k

Random Search 56 179 419 1851 2128 x1.0
BOHB 44 61 94 261 425 x5.0

GA 72 166 258 827 5000+ x0.4
DE 32 42 56 63 5000+ x0.4

Ours 17 22 24 57 87 x24.5

NASBenchGraph Graph 26.2k

Random Search 21 76 137 588 2808 x2.0
BOHB 24 83 107 1037 5000+ x0.6

GA 35 404 463 5000+ 5000+ x0.6
DE 40 138 191 5000+ 5000+ x0.6

Ours 12 23 40 137 1409 x2.0

NATS Vision 32.7k

Random Search 18 18 38 113 5000+ x1.0
BOHB 35 40 61 134 5000+ x1.0

GA 18 25 34 49 5000+ x1.0
DE 21 23 32 46 150 x33.3+

Ours 10 10 10 11 124 x40.3+

Table 2: Performance comparison of DyESP and baselines on NAS benchmarks. DyESP consistently outperforms baselines
across all NAS benchmarks, achieving better results while reducing computational costs.

Dataset Method Level 1 Level 2 Level 3 Level 4 Level 5 Acceleration

cifar10

Random Search 1018 2817 5000+ 5000+ 5000+ x1.0
BOHB 5000+ 5000+ 5000+ 5000+ 5000+ x1.0

GA 989 1195 1584 2344 3628 x1.4+
DE 5000+ 5000+ 5000+ 5000+ 5000+ x1.0

Ours 240 336 419 1293 3701 x1.4+

fashion mnist

Random Search 14 25 146 465+ 5000+ x1.0
BOHB 445 21 804 5000+ 5000+ x1.0

GA 266 357 745 1264 5000+ x1.0
DE 55 75 173 5000+ 5000+ x1.0

Ours 16 20 34 53 278 x18.0+

colorectal histology

Random Search 73 138 589 5000+ 5000+ x1.0
BOHB 2253 5000+ 5000+ 5000+ 5000+ x1.0

GA 724 989 2065 5000+ 5000+ x1.0
DE 5000+ 5000+ 5000+ 5000+ 5000+ x1.0

Ours 70 76 124 483 2093 x2.4+

Table 3: Performance comparison of DyESP and baselines
on JHAS-Bench-201. DyESP consistently outperforms tra-
ditional methods across all HAS benchmarks, achieving bet-
ter results while reducing computational costs.

neural networks: (Dong et al. 2020) and (Wu et al. 2022)
explore the HAS problem using neural networks like GCNs
with some success. However, these neural network-based
methods often lack transferability due to the differences
in search spaces. (4) Benchmark: (Hirose, Yoshinari, and
Shirakawa 2021) and (Bansal et al. 2022) have proposed
HAS benchmarks, with the latter being the largest HAS
benchmark to date. And (Klein and Hutter 2019) compares
the performance of some classical HPO algorithms. As
mentioned previously, existing HAS research mainly adapts
HPO methods, yielding unsatisfactory performance and
lacking generalization capabilities. Our work introduces
a novel, generalized search method that controls the

exploration degree and leverages prior search results for
performance improvement.

Conclusions & Discussion
This paper introduces DyESP, a novel approach designed to
expedite the joint hyperparameter and architecture search.
At its core, DyESP employs a meta-learning-based sched-
uler alongside a versatile pruner to enhance search re-
sult quality while reducing search expenses. The scheduler
adeptly navigates the search towards the most promising ar-
eas within the space, whereas the generic pruner streamlines
this process by eliminating less promising hyperparameter
candidates. A critical observation from our study is the iden-
tification of shared characteristics and variances between the
NAS and HPO domains. This insight underscores the poten-
tial of meta-learning in refining traditional NAS techniques,
presenting a valuable direction for future investigations.

Our experiments illustrate meta-learning’s potential for
dynamic search parameter tuning, However, the relatively
simple structure of the meta-learning model used here can
be further refined to enhance its performance. The design of
such a meta-learning model for search algorithms presents a
promising research direction (Hospedales et al. 2022). Ad-
ditionally, we acknowledge the necessity of incorporating
more information into our algorithm’s generic pruner, which
currently relies on limited data to determine candidates to re-
tain or discard. By integrating additional information, such
as the computation graph (Looks et al. 2017) of each can-
didate, the pruner could be more effective at shrinking the
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search space and boosting the search process’s efficiency.
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